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We thank the reviewer for the insightful and constructive comments. Please see the following point-

to-point response. 

 

（1）Please check the copyright of the image in Figure 2. It seems that you directly used the image 

of LeNET as the part of your neural network. 

Re: Despite some similarities to the LeNet-5 architecture in Lecun et al (1998), we have redrawn 

the figure to show the structure and layers of AlexNet (i.e., First Layer: Conv1, kernel size=11×11×3, 

ReLU; Second Layer: Conv2, kernel size=5×5×96, ReLU, Max Pooling; ...; Last Layer: Conv5, 

kernel size=3×3×256, with two fully connected layers and one classification layer followed by). 

Therefore, we believe there is no copyright infringement.  

 

（2）Please explain the practicality of your method. You chose to focus on monitoring discharge 

within the range of 0.014 and 0.050 m3/s. However, for discharge monitoring at a larger scale, can 

your sample size meet the practical needs? How do you evaluate the impact of the difference 

between the discharge obtained from the empirical formula, which serves as the ground truth, and 

the actual flow discharge on the stability of your algorithm, it might from different distributions? 

How do you assess whether the model obtained based on this sample size has sufficient 

generalization ability and avoids overfitting to data you collected? 

Re: We agree that the practicality and stability of deep learning models rely on the sizes of training 

samples, and the model parameters are usually site-specific and require manual trials to identify 

them (Wu et al., 2018; Isensee et al., 2021). In this case, the range of 0.014-0.050 m3/s covers most 

on-site flow conditions, except for extreme flooding events. We have clarified such limitations in 

the last paragraph of the Discussion: “More image samples are needed to enrich the 

representativeness of the model in further studies. Another limitation is that we have focused on low 

and average flow conditions in the model training due to the lack of high-quality flood samples. In 

tropical and subtropical mountain streams of southern China, floods usually occur during rainstorms 

and only last for a short time. Heavy rainfalls constantly block the camera lens with raindrops, and 

the rapid streamflow movement during heavy rainfall tends to cause blurred images, which can only 

be partly improved by increasing the shutter speed and adjusting the camera position.”  
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In the revised manuscript, we have added a section “3.3.1 Loss changes” to show the training 

processes of deep learning models and address the overfitting/underfitting problems: “The changes 

of training and validation loss of the CNN models driven by three types of color-enhanced images 

are demonstrated in Fig. 7. In the initial twenty epochs, the training loss values decreased rapidly 

from 7.70 to 3.73 (Color Enhanced), from 5.91 to 3.73 (Binarization), and from 5.41 to 3.80 (Water-

color Enhanced), respectively. Subsequently, the decreasing rates slowed down during the following 

1000 epochs, averaging around -0.0027 to -0.0030 per epoch. The loss value usually tends to 

stabilize after 1000 epochs in CNN training (Keskar et al., 2016). In our case, the loss value began 

to flatten out after the 1300th epoch, signifying convergence towards a consistent loss value below 

1.00 across all three color-enhancing methods. Therefore, we set the maximum training epochs to 

1470 to ensure model performance while avoiding overfitting. 

The proximity between the training and validation loss changes at the final few epochs is an 

important indicator that the model is not suffering from overfitting. A commonly acknowledged 

benchmark of such proximity is within a range of approximately 0.1 to 0.2 (Heaton, 2018). In our 

CNN models, the validation loss values at the final epoch were 0.60, 0.78, and 0.63, respectively, 

which were 0.19, 0.08, and 0.07 lower than the corresponding training loss. Such results suggest 

that the models did not suffer from overfitting or underfitting.” 

 

（3）As you have employed an end-to-end approach, could you explain the reasons behind your 

choice of pre-processing? How does the inclusion or exclusion of these measures impact your results? 

It is worth considering that the chosen pre-processing methods might inadvertently remove essential 

features. In comparison to standard processing operations, what advantages does your approach 

offer? 

Re: Besides the image denoising treatment, we compared the effectiveness of three color-

enhancement approaches in highlighting the stream features embedded in the images. Among the 

three methods, “Color Enhanced” is widely used to augment the embedded RGB information in 

computer vision, which could improve the quality of images for CNNs. “Binarization” reduces the 

cost of computation and data storage, transforming raw stream images into binary images, which 

has been recommended for real-time monitoring. In our experiment, it took only 0.0154s to 

recognize flow discharge from one Binarization image with an Intel (R) Core (TM) i7-10750H CPU, 
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which was 36% faster than that of Color Enhanced images. However, we agree that Binarization 

also removes some useful information from raw images, causing the accuracy of discharge 

classification 4.6%-7.4% lower (Fig. 8 in the revised manuscript). The “Water-color enhanced” 

approach was proposed to strike a balance between accuracy and speed by processing color 

information within water body only.   

We have added a section “3.3.3 Comparison of color-enhancing methods” to clarify the 

impact and implications of different pre-processing methods: “Among the three tested color-

enhancing methods, the Color Enhanced approach generally shows the best performance in 

discharge classification. Models driven by Color Enhanced images achieved higher accuracy 

(+2.3%~+7.4%), higher F1 score (+0.033~+0.067), and lower RMSE (‒0.068 ~ ‒0.415 dm3/s) than 

those driven by images processed with Binarization and Water-color Enhanced. This is partly due 

to the different treatments in the edges of the water body. Binarization and Water-color Enhanced 

relatively cause larger deviation from the real edges, while Color Enhanced retains the image 

information to the maximum extent. Binarization reduces the cost of computation and data storage 

by transforming raw stream images into binary images, and thus facilitates real-time monitoring by 

embedded end-to-end devices (e.g., mobile phones) with insufficient computing power. Considering 

that the color and texture of water surface vary significantly with discharge volumes while the 

background is relatively stable, we proposed the Water-color Enhanced approach that only 

processes color information within the water body. In our experiment, it took only 0.0154s to 

recognize flow discharge from one Binarization image with an Intel (R) Core (TM) i7-10750H CPU, 

which was 36% and 22% faster than that of Color Enhanced and Water-color Ehanced images, 

respectively. Such results suggest that it is beneficial to retain the background information to the 

maximum extent and include the non-water parts of mountain streams in image processing. 

However, future applications of image-based discharge monitoring need to strike a balance between 

accuracy and speed when choosing color processing methods.” 

 

（4）How is your loss function defined, is only nllloss? and please provide details of your training 

algorithm. Why did you choose AlexNet? What are the differences between AlexNet and other 

neural networks proposed in recent years? 

Re: We have added details of loss function and training algorithm of the CNNs in Section 2.5.1 of 
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the revised manuscript. The details of model training and the process of loss changes have also been 

supplemented in Section 3.3.1.  

We chose AlexNet because it is a validated deep neural network with a relatively simple model 

structure and fewer parameters (Canziani et al., 2016). Our goal is to develop a method that can be 

easily implemented with cameras to achieve real-time discharge monitoring. We agree that some 

new networks, such as GoogleNet (Szegedy et al., 2015), VGG-16 (Simonyan and Zisserman, 2014), 

and ResNet-50 (He et al., 2016), have been proposed in recent years. However, compared to AlexNet, 

these networks usually use deeper layers and more complex structures to extract the bottom 

semantic features, requiring larger computing power consumption and memory footprint. For 

example, VGG-16 contains 16 layers and about 130 million parameters in total.  

 

（5）The author used CNN+SVM. Why did you design such a combination? Specifically, when 

choosing a specific layer's CNN output as the input to SVM, why did you select that particular layer? 

If the intention was to leverage high-level features extracted by CNN, why not directly use structures 

like AutoEncoders to compress the input into low-dimensional latent variables and then perform 

SVM decomposition based on these latent variables? Are you assuming the SVM can learn a better 

mapping than the NN? and how does the limitation of the SVM's input dimensionality affect your 

performance? SVM is sensitive to the hyperparameters, how did you select the hyperparameters for 

SVM? and how you optimized then?  

Re: The combination of CNN and SVM has been proven helpful for image classification in previous 

studies. For example, Ahlawat and Choudhary (2020) developed a hybrid CNN+SVM model that 

achieved a recognition accuracy of 99.28% over MNIST handwritten digits dataset; Sun et al. (2019) 

proposed a new CNN+SVM method to tackle the high computational cost in the classification of 

remote sensing images, and achieved lower loss value and better generalization in model training. 

In our experiment, CNN+SVM performs best among the three discharge classification models 

regardless of the three color-enhancing approaches. Besides, the average training time of 

CNN+SVM with an Intel (R) Core (TM) i7-10750H CPU was 0.21h, which was about 1.93h faster 

than CNN and 0.35h faster than CNN+RF. These results are consistent with the existing research.  

AutoEncoder can be used to compress high-dimensional features and retain the key embeddings 

in a low-dimensional space (Baldi, 2011). However, some information is lost during the 
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dimensionality reduction process (Jia et al., 2022). The reconstructed low-dimensional features may 

not capture all the details and nuances present in the high-dimensional features, leading to potential 

inaccuracies or distortions. Taking them into consideration, we directly input the features extracted 

by CNN into SVM classifier to ensure the discharge-related features are accurate, rather than 

compressing the features first. We chose the 5th AlexNet pooling layer’s output as the input to SVM, 

because this layer is the deepest layer in AlexNet, and the embeddings calculated by this layer are 

the most representative. In general, as the depth of a neural network increases, the features tend to 

become more effective for classification (Tao et al., 2018). (Sun et al., 2019). 

We agree SVM is sensitive to the hyperparameters and the generalization performance of SVM 

can be improved by adjusting them (Cortes and Vapnik, 1995). In this study, we used the SVM 

toolbox provided by MATLAB, and the hyperparameters were optimized with the sequential 

minimal optimization (SMO) algorithm.  

 

（6）All abbreviations should be defined when they first appear in the article and the author should 

correct them in the manuscript. 

Re: Thank you for your careful review and thoughtful reminder. We have checked all the 

abbreviations in the manuscript and corrected them when they first appear.  

 

（7）The authors mention in line 124-125 that "real-time discharge is calculated at a time step of 

two minutes", but it is unclear how to match video images with a temporal resolution of 5 minutes. 

Re: Images were extracted from the videos at 5-minute intervals to avoid excessive similarity 

between adjacent images, and the corresponding discharge value of each image was the average of 

flowmeter’s measurement during each time step.  

 

（8）The author designed an automated categorization procedure to screen the raw images and 

exclude the "Raindrops" and "Dark" samples from model training. The author defines "Good 

quality" contains image samples without obvious noise or shadow in line 151-152, but how does 

the algorithm implement the determination of it? 

Re: We have redrawn the flowchart of the automated image categorization (Fig. 3) in our revised 

manuscript to clarify the determination of "Good quality" samples. The description of the four-test 
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procedure has been corrected in Section 2.3.1, Line 180-189, as: 

“(1) "Dark" images (Fig. 4f-2) were identified when the standard deviation of the brightness or 

saturation of the full image was less than 0.2. (2) "Raindrops" images (Fig. 4f-3) were identified 

when the brightness of the whole image with the largest number of pixels was greater than 0.6. 

These two types of images were excluded from the training samples. (3) "Below shadow" (Fig. 4b-

2; Fig. 4c-2) and "Middle shadow" images (Fig. 4d-2) were identified when the brightness value 

with the largest number of pixels in Area 1&2 and Area 3 was less than 0.3 and 0.4, respectively. (4) 

"Water reflection" images were identified when the number of pixels with a brightness value of 0.98 

in Area 4 exceeded 1300 (Fig. 4e-2). The images passing all the tests in the procedure were 

considered "Good quality" samples.” 

 

（9）In Figure 2, the image representing the dark images still seem to have relatively clear visibility, 

can the author's model effectively cover the 7:00-19:00 interval if such images are also directly 

removed? After removing the "Raindrops" and "Dark" samples, how many valid images remain? 

Re: The "Dark" samples accounted for only a small fraction of the total dataset, comprising 231 out 

of 7757 images. After implementing automated image categorization and removing the "Dark" 

samples, we still have enough images covering the 7:00-19:00 interval (3168 valid images in total).  

 

（11）The author built the model based on the idea of image classification, whereas discharge is a 

continuous variable more suitable for regression problems in deep learning. Therefore, the author's 

choice of the classification model needs to be justified. 

Re: We agree that discharge is a continuous variable. However, the precision of discharge 

measurement is limited. In this study, discharge of mountain stream was classified at the interval of 

0.001 m³/s. At such resolution, the outcomes of regression and classification models would be 

similar (Loh, 2011). We have clarified this in “Section 2.2 Data” of the revised manuscript, 

Line144-146: “A total of 7,757 image samples labeled with 37 discharge values between 0.014 and 

0.050 m³/s at the interval of 0.001 m³/s were collected for model testing.” 

 

（12）During the process of constructing the model, the author needs to explain how the loss 

function was set and how the loss changed during training on both the training and validation sets. 
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Re: Following the reviewer’s suggestion, we have made two revisions to the manuscript. Firstly, we 

have supplemented how the loss function of CNN (Cross-Entropy Loss) was set in Section 2.5.1. 

Secondly, we have recorded the loss value at each epoch during model training, and plotted the 

process of loss changes on both training and validation sets with three color-enhancing methods 

(Fig. 7).  

 

（13）In line 135-136, the author mentions that "7,757 image samples labeled with 37 discharge 

values between 0.014 and 0.050 m³/s were collected for model testing". However, in line 311, "100 

stream images corresponding to each discharge volume for model training and validation" are used. 

Why only 100 stream images were used for model training and validation? 

Re: Given the limited size of our dataset and the uneven distribution of stream images across 

different discharges, we selected approximately 100 stream images for each discharge value to 

ensure that the models would not be biased toward any particular discharge condition (Wang et al., 

2023).  

In the revised manuscript, we have rephrased the sentence to clarify it: “We selected 

approximately 100 stream images corresponding to each discharge volume (at the interval of 0.001 

m³/s) from the pre-processed samples (3168 images in total). The databases of "Good quality", 

"Middle shadow", "Below shadow", and "Water reflection" were approximately sampled in the ratio 

of 7:0.6:1.4:1 (2146:244:437:341 images) to ensure the representation of different environmental 

conditions. The samples were distributed evenly in each discharge interval to avoid bias towards 

particular discharge conditions and enhance model performance on high and low flows (Wang et al., 

2023).”  

 

（14）Section 3.1 in the results was not mentioned before, and it should be reflected in the methods 

section. 

Re: We thank the reviewer for the careful reminder. We have added a new subsection (Section 2.4) 

to introduce the purpose and method of analyzing correlation between color information and 

discharge. 

 

（15）Coordinate labels in Figure 4 (b-2) are partly obscured. 
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Re: We have modified the coordinate labels in the figure. 

 

（16）Figure 5 is more methodologically oriented, and it should be included in the methodology 

section rather than the results section. 

Re: Following the reviewer’s suggestion, we have moved the figure to Methods (Section 2.3.1).  

 

（17）What is the significance of the author's additional classification of low shadow images, 

medium shadow images, and water reflection images? The author only mentioned the distribution 

of images in a ratio of 7:1:1:1 in lines 312-314. 

Re: The significance of image categorization was discussed in two parts of the Results section. 

Usually, previous studies only selected unblemished images for discharge or velocity monitoring 

and excluded images with shadows in model training. Therefore, we first analyzed the effectiveness 

of image categorization in Section 3.2 by comparing accuracy between two sets of models—one 

trained with only "Good quality" samples and the other with all the samples after image 

categorization. The results show that the procedure of automated image categorization can 

significantly improve model performance in apprehending defective images with shadow or 

reflection.  

Second, in Section 3.3 of the revised manuscript, we have redrawn the figure of model accuracy 

to show the results of different samples separately, namely the categories of "Good quality" "Middle 

shadow" "Below shadow" and "Water reflection".  

 

（18）The authors have classified the video images, and in the results section, the effect of discharge 

recognition of "Good quality", "Below shadow", "Middle shadow", and "Water reflection" should 

be discussed individually. 

Re: Following the reviewer's suggestion, we have added a more comprehensive analysis of models’ 

performance on discharge classification using different categories of images in Section 3.3.2 & 

3.3.3. The results (accuracy, F1 score, R-square, and RMSE) of image-based discharge simulation 

were analyzed for "Good quality", "Below shadow", "Middle shadow", and "Water reflection" 

samples, individually. 
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（19）Although the evaluation metrics used in the study are widely applicable, I suggest that the 

authors provide a brief introduction to the Spearman correlation coefficient, accuracy, RMSE and 

other metrics mentioned in the methodology section. 

Re: Following the reviewer’s suggestion, we have added an introduction to the evaluation metrics 

in Section 2.4-2.6 of the revised manuscript.  

 

（20）Under the condition of imbalanced data samples, the performance of the model cannot be 

comprehensively evaluated by the accuracy metric. It is recommended that the authors supplement 

the results section with comprehensive metrics such as F1 scores, which will help to improve the 

reliability of the research conclusions. 

Re: Following the reviewer’s suggestion, we have supplemented three commonly used metrics for 

model evaluation in the Results section, including F1 score, coefficient of determination (R2), and 

root mean square error (RMSE). The definition and calculation of these metrics have been 

introduced in the Methods section.  

(Lecun et al., 1998) 
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