
Reviewer 3 Response to Authors 

Comments are inserted into the Author’s latest Response to Referee 3 document, preserving the original colors: black for 

reviewer comments and blue for author responses.  Reviewer comments for this latest revision are colored in green.  Items 

without additional green comments are acceptable in the revision.  

This version provides more information on the filtering scheme for multi-hole probe pressure measurements, but the noise-

subtraction approach remains highly suspect.  Within this, however, is a basis for determining the noise floor of the 

measurements, which could then be used to select spectral data above the floor by a suitable factor for turbulence 

characterization.  The estimation process for vertical wind remains unclear, particularly for flights 2 and 3 where one of the 

pressure sensors was disconnected.  As this is not really needed for the results of the paper, perhaps this could be omitted if it 

cannot be clarified.  

We appreciate the time taken by the referees to once again review our manuscript and provide comments and suggestions for 

its improvement. 

Below, we respond to the individual comments made by the referee on this version of the manuscript. To do so, we have     

reproduced the original review, with our comments provided in blue text. 

 

This paper has been improved by a tighter focus and omission of many previous vague and unsupported statements. Most 

of the arguments from the previous reviews have been settled by removal of the sections in question, or by clarification in this 

revision. Remaining issues are noted below. 

 

Comments: 

– Line 10: “nominal vertical resolution on the order of 1 m during was achieved” Please re-word. 

We have reworded this statement to ‘a nominal vertical resolution’. 

– Line 15: “and broadband response measured within boundary layer turbulence”. Do you mean “broadband winds”? 

We have reworded this statement to “The low-frequency response of the infrasonic microphone was found to corre- late 

to long wavelength wind velocity fluctuations measured at high altitude, and broadband frequency response of the 

microphone was also measured within boundary layer turbulence.’ 

– Line 27: “predict stratospheric and high altitude turbulence” High altitude is different than stratospheric? 

We have reworded this statement to ‘predict stratospheric and upper-tropospheric turbulence’. 

– Line 114: “which allowed it to measure a wide range of turbulence scales horizontally at high vertical resolution.” 

Confusing/misleading. Implies that horizontal and vertical effects can be separated, or that vertical variations dominate 

horizontal ones. Statement should be qualified accordingly. 

We have reworded this statement to ‘which allowed it to measure over a distance of up to 50 m horizontally for a 1 m 

change of altitude’. 

– Line 211: “to check for any Reynolds-number dependence of Cβ, Cα and Cq.” Were there any? 

We have added a statement that none was found. 

– Line 214: “flexible polymer tubing” could be almost anything. Usually, these tubes must be semi-rigid to properly 

propagate the pressure variations. Please specify. 

The manufacturer sells this product as PVC plastic tubing with a trade name of Tygon. We have updated the text to 

include this information. 

– Line 259: “angle between the true airspeed determined from the aircraft’s pitot probe, and the vertical velocity determined 

by the aircraft’s variometer”. No idea what this means. Pitot does not provide an angle, and variometer (pressure altitude 

rate, akin to inertial velocity) is not the same as the vertical component of relative wind. 

When the autopilot manufacturer was queried as to how the angle of attack is determined, the description above is 

verbatim to the response we received. We have contacted them again and have updated the description of how α was 

found, specifically from a combination of the true airspeed determined from the aircraft’s pitot probe, the vertical speed 



determined by a Kalman filter fusion of the static pressure rate of change, vertical acceleration, and global positioning 

system velocity, along with the aircraft orientation measured by the autopilot gyroscopes which was used to transform 

between inertial and body-fixed coordinates. 

We have updated the text accordingly. 

 

 
Text still incorrectly implies that vertical aircraft speed is the same as vertical wind, e.g. lines 325-326: “This orientation 

data allowed transformation of the vertical speed from inertial to body-fixed coordinates”. How do you get angle of 

attack from vertical (body) velocity and pitch angle and pitot airspeed? Pitch angle is not the same as angle of attack, 

and flight path angle is not either, unless you assume vertical air motion is zero.  The description of “a combination of 

factors” is still very vague, making it hard to gauge the integrity of the data. Later, lines 419-421, implies (incorrectly) 

that the vertical wind is found from the sine of the pitch angle multiplied by the airspeed.  It would be much clearer if 

the equations used to make these estimates and error bounds were provided.  

 

– Lines 293-301: Sensor and signal amplification/conditioning and quantization noises are random processes, so cannot 

be measured before-hand and subtracted from signals measured later. The noise removal process described is as likely 

to corrupt the measurement as it is to clean it up. Even if “noise” means biases, these are likely to be variable with 

temperature, so could not conceivably be obtained from pre-flight sampling. 

This would generally be true, except that much of the high frequency noise in the pressure transducer signal is quasi- 

periodic noise which we believe to be introduced by a switching voltage regulator, rather than more stochastic noise 

sources described above. In this revision, we have added additional exposition about the noise characteristics as well as 

evidence that the approach we have devised is successful in reducing the impact of the quasi-periodic noise, and evidence 

that the noise was independent of atmospheric conditions. Specifically: 

1. Excerpts from time series illustrating the noise content. 

2. Frequency spectra showing that the frequency content of the transducers in an inactive environment chamber did 

not change between atmospheric and low pressure/low temperature conditions. 

3. Frequency spectra for all altitudes, which shows that the high frequency content of the transducer signal does not 

change during the flight for frequencies higher than the signal from the five hole probe 

4. A comparison of excerpts of the pressure time series taken during flight showing that the filter appears to success- 

fully remove electrical noise from the pressure signal. 

5. A comparison of frequency spectra before and after filtering showing that the high frequency content is reduced, and 

that the pressure signal more accurately reproduces a -5/3 slope in the square-root of the corresponding dynamic 

pressure signal (i.e. in the resulting velocity signal). 

Please also note that this noise filtering approach was added in response to a previous comment that stated ‘Not clear how 

(of if) the noise floor/noise figure is removed in the qualified data fits. The noise floor can corrupt the estimated slope, 

so its removal can often retrieve epsilon values that were previously rejected. This could help to explain the absence of 

qualified values at the higher altitudes,’ As the noise floor in the wind velocity was a function of numerous inputs, we 

could not devise a hands-free, unbiased, approach to consistently identify or remove it from the wind estimate. Therefore, 

we introduced this filtering approach to at least remove some of the noise introduced by the pressure transducers. We 

found that its impact on the statistics presented in the remainder of the paper was negligible. 



The noise shown in Figure 4(a) does indeed appear to have a set of spikes, with a repetition frequency of about 1 Hz. 

The fact that there is no prominent, persistent spectral component near 1 Hz (Fig 4(b), but the noise spectrum is very 

broad, suggests that these spikes are not regular. Read: unpredictable in amplitude and phase, even on a short time scale. 

Hence subtraction of a pre-recorded signal, in the time domain or frequency domain, cannot be expected to remove noise 

in measured signals. To the extent that this subtraction reduces the spectral component amplitudes, it can be expected to 

reduce signal variation in the time domain, and appear “filtered”, but both signal and noise are affected equally. At 

frequencies where the signal component amplitudes are large, the subtraction of a small noise changes the signal very 

little. But at frequencies where the component amplitudes are not large relative to the noise, then both signal and noise 

are altered greatly, sometimes reducing and sometimes increasing the component magnitudes, depending on the relative 

phase. Because of this random effect, it would be better to only accept spectral components for analysis that are 

significantly larger than the noise spectrum, e.g. by 1 order of magnitude. All others are corrupted by noise, and doubly 

corrupted by the filtering technique proffered here. A test for this corruption would be to compare time domain signals 

pointwise before and after filtering at a scale where the frequencies of interest (e.g. up to 20 Hz) can be seen. The spectra 

of Fig 4(f) show another way to assess this, but it would be helpful to show the noise spectrum, too. If the noise spectrum 

is well below the signal spectrum up to where the inertial cascade is fit, then this indicates that that spectrum should not 

be unduly influenced by noise, or the filtering method. But how representative is this one case?  Otherwise, it is very 

difficult to believe that the resulting modified signals are reasonably free of artifacts, since the basic filtering approach 

does not make good sense. Another approach would be to remove the spikes (if they are the main problem) by an outlier 

removal method in the time domain. Lastly, the hypothesis that this noise is due to the (switching) power supply seems 

unlikely, given that these switch at hundreds of kilohertz, and, due to the filtering inherent in the technique, produce 

supply line noise primarily at the fundamental switching frequency. So, even in the presence of aliasing, this would not 

be expected to produce such spiky noise. Are there high-current loads in the avionics that have narrow pulses at about 1 

Hz, e.g. telemetry transmissions? 

– Lines 340-341: “uncertainty in wind magnitude was found to be most dependent on the yaw angle” How? Why? Do the 

wind excursions in Figure 4 correlate with yaw angle? 

The uncertainty dependence of wind magnitude on aircraft attitude is introduced into the wind estimate during the 

coordinate transformation between body-fixed and inertial coordinate systems. During flight, the yaw angle can vary 

from 0 to 360 degrees, whereas the sideslip, angle of attack, pitch and roll angles are near zero. The result is that the 

greatest contribution to the u/v wind components during transformation is the true airspeed being multiplied by the 

sine/cosine of yaw and cosine of the pitch. The result is that during an orbit, the horizontal velocity components will 

have high sensitivity to yaw error at both 0◦ degrees and 90◦. For a similar reason, the vertical component of velocity is 

most sensitive to error in pitch. 

This argument oversimplifies the wind estimation problem.  The vector conversion of relative wind from body to inertial 

coordinates is equally sensitive to yaw errors at all yaw angles. It is the vector combination of relative wind and inertial 

velocity in the wind triangle that produces sensitivity variation on the orbit, since when the plane has the highest inertial 

velocity (flying downwind), its rate of change of attitude is greatest on the circle, and this can expose errors due to timing 

mismatches in the various sensors. The paper uses a complicated timing recovery scheme, since the data is not time 

stamped with a common reference, so this may be where to look for periodic wind estimate excursions. Do they occur 

around this point on the circle? Or do they occur where the orbit nears the jet? Or are they at 0 and 90 deg?  (I can’t tell 

from the paper).   

As illustrated by the uncertainty bounds shown in Figure 4, the wind excursions cannot be explained by error in yaw. 

Note also that prior to preparation of this manuscript, we conducted an informal perturbation study to determine if these 

excursions could be explained by measurement error and found that for them to be removed from the wind profile, the 

yaw error would not only have to be non-monotonically dependent on altitude (i.e. not attributable to sensor drift), but it 

would have to be so high that it could only be explained by failure of the system. 

I think you mean Figure 5. Your uncertainty analysis only models the random forms of error, not the systematic ones such 

as that mentioned in the response above.  So it is premature to say that these are covered by the doubling mentioned in the 

text. The real test would be to plot the winds as a function of azimuth on the circle, as well as noting the mean wind 

direction on each circle and the location of the jet, to see if aircraft motions are correlated with the measurements.   

We have added the first statement to the manuscript, the second statement is left out due to the informal nature of the 

perturbation analysis that was conducted (the uncertainty analysis presented in the manuscript being the more rigorous 



approach). 

More rigorous, yes, given the assumptions, but perhaps leaving out the largest effects! 

 

 

– Lines 400-401: “and we assume that the characteristics of the atmosphere within these segments are horizontally homo- 

geneous (i.e. they are a function of z only)”. A very loaded assumption to make with no justification! 

This statement was not thought to be as loaded as as the reviewer is implying, due existing consensus that the intrinsic 

stability in the stratosphere and upper troposphere will promote horizontal homogeneity (as exemplified by one of the 

other reviewers being insistent that variability in the measured profiles must be due to measurement error or vertical 

stratification rather than any horizontal heterogeneity). As the aircraft approaches the surface and the radius of the orbits 

becomes smaller, this assumption also becomes less restrictive. 

We have added our rationale for this assumption in the revised manuscript. 

“Promote horizontal homogeneity” does not mean that the layer structures are perfectly horizontal and homogeneous over 

arbitrary distances. Does this extend over hundreds of m, km, tens of km? Gravity wave activity, for one, can upset this ideal 

situation, as intimated later from the data in lines 537-539, possibly contradicting this assumption. Also, nearer the surface, 

does the orbit radius decrease faster than the scale of horizontal variations?  Basically, there is still no quantitative support 

for this assumption, and it should not be treated as common or obvious.  

– Lines 440-441: “the HiDRON measurements do contain short wavelength fluctuations” How short? Please quantify. 

We have added a statement that the wavelengths we are referring to are the ones on the order of 1 km or less. 

– Line 444: “These low frequency waves may be bias in the wind estimate introduced by the orbital path”. Indeed, it seems 

like they may correspond to one turn on the helix, so may be an anomaly in the wind retrieval. Comparison to the vertical 

period of the helix would be important here. 

We have added some quantification and discussion of these values to the text. 

The only “quantification” I see is the statement “that the periodicity is shorter than the pitch of the helical flight path”. How 

much shorter? Does this hold for all orbits? 

– Line 464: “backing with altitude”? 

Backing winds are winds that change direction counterclockwise with height. We have revised the statement to remove 

the use of backing and simply state the wind direction changes. 

– Line 470: Should note that an accurate assessment of TKE also depends on capturing the lowest wavenumber components 
in the inertial subrange, since they contain the largest energy per wavenumber. Did the PSDs over the statistical intervals 

exhibit a roll-off or flattening of the f −5/3 slope at low wavenumbers, indicating the outer scales were captured? 

A note to this effect has been added to the revised manuscript. The low frequency content more often increased, rather 

than rolled off, as described in the wavelet analysis, and discussion of the time series. This was also the justification for 

the selected segment length. 

– Line 473: “over a specified frequency, f , range”. What was the range? 

The frequency range determination process was described in the manuscript shortly after this statement. We have revised 

the text by removal of the statement above so that the question of frequency range does not come up until it is actually 

described. 

– Line 478: “which will reach a minimum at the frequency where the noise has a greater contribution to the integration 

than the signal”. Why? 

Compensated, or "pre-multiplied," spectra are commonly employed in turbulent boundary layer studies because they 

facilitate the visualization of energy spectra on semi-logarithmic axes. Specifically because they allow for a clearer 

representation of the frequency/wavenumber dependence of the relative contribution of each frequency/wavenumber to 

the overall energy content. This is because, for example, 

d⟨u2⟩ = Fuudf = f Fuud(log f ). (1) 



Hence when f Fd(log f ) begins to increase on a semi-logarithmic plot at high frequencies, this indicates a frequency 

range where the energy content increases with f . Given that universal equilibrium range turbulence will decrease in 

energy content with f , the minimum in f Fd(log f ) indicates a frequency at which the noise begins to have a greater 

contribution to the variance than the turbulence content. 

 

 

However, the use of the compensated spectrum is a procedural detail and in hindsight distracts from the overall point of 

this processing step, which is to determine at frequency the contribution to overall variance increases with increasing f, 

rather than decreases. The same result could have been achieved using the un-compensated frequency spectrum, and we 

only used the compensated spectrum to simplify visualizing the frequency-dependence of ⟨u2⟩, ⟨v2⟩ and ⟨w2⟩. 

As including the detailed exposition above would distract from this point, while adding little value to the overall intent 

of its inclusion, we have simplified the discussion to simply state that the upper bound of this range was determined by 

identifying the frequency where the noise has a greater contribution to the integration than the signal than the velocity 

fluctuations. 

I thought the explanation above was fine. But why make the detail vague by leaving it out? 

– Line 478-479: “filter frequency was consistent with the probe’s frequency response in the boundary layer and varied 

between 1 Hz and 20 Hz above the boundary layer”. Does “filter frequency” correspond with the “frequency range” in 

line 473? By “probe’s frequency response” hear do you mean “probe bandwidth”? How did this vary above the boundary 

layer? 

By filter frequency, we meant the upper bound of the range described in the previous statement. We have modified ‘filter 

frequency’ to read upper bound of the frequency range. 

Yes we do mean probe’s bandwidth. These terms are interchangeable and, as we use frequency response at numerous 

points throughout the paper prior to using it in this sentence, would prefer not to change it to ‘probe bandwidth’. We 

have clarified that we are referring to the maximum frequency response, as frequency response in general can also refer 

to the Bode plot of the probe’s response to excitation. 

A frequency response (amplitude curve as a function of frequency) does not have a “maximum frequency of response”. 

This is a smoothly varying function with no lower bound, so some standard point on this curve is picked to indicate 

“bandwidth” of response. This is typically the -3dB roll-off frequency.  This bandwidth (particularly if you say 3dB 

bandwidth) would be widely understood, whereas your “maximum frequency response” could be confused with other 

things, such as the frequency where the response is maximum.  

As noted in the text, the frequency at which the noise exceeded the signal varied between 1 Hz and 20 Hz. We do 

not describe a trend above the boundary layer since no trends were evident, being dependent on the presence of low- 

frequency energy content. We have altered the text to now read ‘with the higher upper frequency bounds corresponding 

to instances where there was increased low frequency content in Fuu, Fvv and Fww.’ 

The frequency where the noise exceeds the signal is entirely dependent on the turbulent energy in the flow, so no trend 

(say with altitude) would be expected.  



– Line 514-516: “due to the statistical segment length used for averaging, the value of ⟨k⟩ will be biased to wavelengths 

smaller than the statistical segment length” Why? Do you mean smaller than the outer scale (as noted for Line 470 

above)? Is this what “and therefore may not completely describe the actual energy content of the turbulence” is alluding 

to? This could be said much more clearly. 

That is exactly what we meant. Due to the segment size of ∼ 3 km we cannot resolve wavenumber content larger than 

the length of the statistical segment (or frequency content below O(0.01) Hz). The point of the above statement is to 

note that this is insufficient to capture any sort of outer scale/low frequency energy contribution below of wavelengths 

longer than the segment length. We have changed this statement to note that, in addition to the implicit assumptions 

made when calculating ⟨ε⟩, the method used to calculate ⟨k⟩ reflects only the energy content corresponding wavelengths 

smaller than the statistical segment length (or frequencies higher than the the inverse of the time taken to traverse that 

segment length). 

– Figure 10: It would be helpful to draw a ⟨k⟩3/2 line on the plot for reference. 

This line has been added. 

 

 

– Line 524: “Above the boundary layer turbulence ⟨k⟩ and ⟨EDR⟩ are largely in agreement” This is hard so see, since ⟨k⟩ 
should be proportional to ⟨EDR⟩2 but Figure 11 compares ⟨k⟩ to ⟨EDR⟩. 

We have changed this figure and corresponding references in the text to ⟨EDR⟩2 

– Line 535: “Nyquist frequency of the minimum probe response”. No idea what this means. Nyquist relates to the sampling 

frequency, not the frequency response. 

We have changed this sentence to refer half the maximum frequency response of the probe. 

– Lines 538-540: “Noticeable in Figs. 11b, d, and f is the significant long wavelength content for κℓ < 0.003 (wavelengths 

larger than 2 km) when z > 10 km.” I don’t see this. It would help to show a color bar. Looks to me like there is significant 

long wavelength content below .0003 rad/m over all altitudes. And why does the plot have a curved boundary on the left 

and a straight boundary on the right? Seems that the “time” variable discussed in the wavelet transform is really altitude 

z here. Correct? This whole discussion is very terse for readers unfamiliar with wavelets. 

The long wavelength content for κℓ < 0.003 when z > 10 km is more evident when plotting the wavelet coefficient on 

non-logarithmic contours (which does a poor job of visualizing the short wavelength distribution of the coefficient), or 

when using a non-colorblind friendly colormap. 

We have modified this figure by changing the colormap, added a colorbar, and adjusted the horizontal axis to better con- 

strain the wavenumbers to those less than an orbit. However, the difference below 10 km and above 10 km is still subtle, 

therefore we have clarified within the text that the contributions for altitudes greater than 10 km are most noticeable for 

Flights 2 and 3 

The wavelet transform is calculated in the time/frequency domain, but since altitude is a function of time (which we had 

tried to indicate by referring to z(t)), it is then plotted as a function of altitude. We have rephrased this sentence to be 

more clear. 

The curved boundary on the left of the figure is due to the time-frequency nature of the wavelet transform. At the start 

and end of the time series, there is insufficient information to resolve the low frequency content. However, towards the 

central part of the time series, the maximum low frequency content can be resolved, resulting in the curved boundary on 

the left (low frequency) end of the figure. The right of the figure, representing the high frequency content, is not subject to 

such resolution issues and therefore has a straighter boundary (although in this presentation, since the frequency has been 

transformed to wavenumber using Taylor’s hypothesis, the highest wavenumber resolved is a function of the airspeed, 

which decreases with altitude, resulting in the slanted boundary on the right of the figure.) 

We have updated the text to provide more description of the wavelet transform and its features. 



– Lines 541-547: What are the implications of these observations from the wavelet transform? Why is the frequency 

content behind turbulent parameterization important? Usually this is constrained by the inertial cascade. 

Our primary rationalization for examining the low frequency content is that it helps us to explain the differences between 

k and EDR, highlighting that EDR does not capture the low wavenumber content. This analysis also helps us to justify 

and understand the use of the turbulent kinetic energy estimate using lower frequency energy content than used for the 

initial ⟨k⟩ estimate. 

We have modified this paragraph to better highlight some of the above points. 

– Lines 557-558: “and therefore is attributed to increased atmospheric absorption due to the increase in molecular mean 

free path with altitude”. Seems this could also be due to the decrease in coupling coefficient to the microphone diaphragm 

due to lower density. 

It is not clear to us how the density can affect the efficiency of conversion of mechanical energy to electrical energy. 

Assuming the intention was to describe the decrease in mechanical forcing which could be expected due to lower density, 

we then would expect the variance of pressure measured by the microphone to scale with P 2, rather than P . However, 

we found that it does not scale with P 2. In addition to various other normalizations, we also tried scaling the variance of 

the microphone signal with ρc (corresponding to the expected change in sound intensity with altitude), which was also 

was unsuccessful. The only scaling we found that provided some success was the normalization of the the variance of 

microphone signal with P , as noted in the paper, and this result was consistent with the expected attenuation due to 

increase in mean free path, following the discussion presented in the cited reference (Bass 2007). 

– Line 562: “The altitude attenuation will be dependent on the local temperature as well”. Why? 

In the paragraph before the referenced statement we had attributed the altitude dependence to the mean free path, which 

is a function of pressure and temperature. We have added this statement explicitly to the above sentence. 

Lines 565-566: “the resulting infrasonic amplitude profile can be observed to strongly correlate with [k]”. Depends what 

you mean by “correlate”. The variations in [k] are not correlated with the normalized infrasound variance, only the large 

scale means seem to correlate. The infrasound signal looks like a LP filtered version of the TKE. Seems the infrasound 

signal (even filtered at 20Hz) should be able to follow the variations in [k] that occur over km of vertical intervals. Why 

does it not? 

The use of the word correlate to indicate correspondence was a poor choice and has been changed. The [k] measurement 

is an in-situ measurement, whereas the infrasonic microphone is a remote measurement. Therefore there is no reason to 

expect exact correlation between the two measurement approaches. Indeed, at least ideally, the infrasonic microphone 

will detect the turbulence before the aircraft enters it, acting as a filter to the ‘spikiness’ of the [k] measured by the 

in-situ sensor. Not only that, but the microphone will also detect any sound generated by nearby turbulent patches that 

the aircraft does not fly through. The net result can thus be expected to be a low-pass version of the [k] profile, as the 

sound propagation will be be omnidirectional and emitted from numerous locations, whereas the [k] can be expected to 

be constrained to stratified vertical layers. 

We have added these discussion points to the revised manuscript. 

– Line 569: Do you mean [σ]LF instead of [σf ]? Also, I don’t understand why these two would increase at the same rate 

if high frequency energy is primarily increasing, as supposed as being “most likely”. 

Yes, we meant [σ]LF and have fixed this typo. 

Rate is probably the wrong word for what we are trying to describe. We have reworded this statement to try to more 

clearly describe our rationale for why the ratio [σ2]LF /[σ2] will remain constant in the boundary layer. 

Lines 713-715: garbled revised sentence.  

– Line 575: ”This is due to the helical flight path”. It is really due to the small flight path angle. A steep helix would not 

be as susceptible to horizontal gradients. 

We were referring to the specific helical flight path flown during these flights, not helical flight paths in general. We 

have reworded the statement to ‘This is due to the shallow glide slope of the particular helical flight path flown in these 

experiments’. 



– Line 585: “These values were then re-interpolated to each statistical segment.” Don’t know what this means, exactly. 

Averaged for each segment? Interpolated how? And why were the 200m smoothed data averaged again (binned) at 100m 

intervals? 

In this context, the smoothing is applied as a low-pass filter, and therefore the time-series post-smoothing has the same 

number of data points as pre-smoothed. The bin averaging over 100 m intervals was done to facilitate the differencing 

across the 100 m interval used for gradient calculation (i.e. equivalent to downsampling the signal). In the past we 

calculated a difference across ∆z = 100 m for each point in the time series, but a different reviewer took exception to 

this approach in a previous revision of this manuscript, stating it obscures the vertical resolution of the differencing. 

Finally, since the ∆z = 100 m downsampled data points at which gradients were calculated do not coincide with the z 

locations of the statistical segments over which ⟨θv⟩ was calculated, we had to interpolate the gradients to locations of 

the statistical segments. It is a messy process, but seems to be necessary to achieve Ri profiles similar to what is observed 

from radiosonde measurements. 

 
 

– Line 601-602: “effectively reproduces the N2 profiles calculated along the flight path”. Only if by “effectively” you mean 

a highly smoothed version of N2. 

Yes, we meant that (particularly when compared to the S2 profiles) this approach produced a highly smoothed version 

of the N 2 profile determined with other approach. We have reworded this statement to ‘effectively reproduces the trend 

of the N 2 vertical profiles calculated along the flight path.’ 

– Line 617: “Wind profiles were in good agreement with the available National Weather Service radiosonde profiles”. 

Please quantify “good”. Likewise, quantify “best comparison” in the next sentence. 

We have added a discussion quantifying the difference in the body of the paper while discussing the wind profiles and 

summarized this in the last section. 

 

– Lines 619-620: “over a large horizontal wavelength range with high vertical resolution”. Confusing/misleading. Implies 

that horizontal and vertical effects can be separated, or that vertical variations dominate horizontal ones. Statement 

should be qualified accordingly (as was done in the body). 

We have reworded this statement to ‘over a large horizontal distance relative to the vertical distance traveled.’ 

– Line 637: “fror example”. Typo. 

This typo has been fixed. 

– Line 643: “Additional flight patterns can also be designed with tighter helical descent can be designed”. Awkward. 

Reworded to ‘Additional flight patterns can also be designed with tighter helical descent’ 

– Appendix A: “all transducers” is vague. Wind retrieval is a combination of many transducers, including relative wind, 

attitude, and inertial velocity. It would be clearer to use the more specific nomenclature from the body of the paper. 

We have removed the line legend and reference the line colors in the figure caption. To use the nomenclature from the 

body of the paper would have required shrinking the font size below acceptable limits (at least for the graphing software 

that we used when generating the bulk of the figures used in the paper). 



– Line 601-602: “effectively reproduces the N2 profiles calculated along the flight path”. Only if by “effectively” you mean 

a highly smoothed version of N2. 

Yes, we meant that (particularly when compared to the S2 profiles) this approach produced a highly smoothed version 

of the N 2 profile determined with other approach. We have reworded this statement to ‘effectively reproduces the trend 

of the N 2 vertical profiles calculated along the flight path.’ 

– Line 617: “Wind profiles were in good agreement with the available National Weather Service radiosonde profiles”. 

Please quantify “good”. Likewise, quantify “best comparison” in the next sentence. 

We have added a discussion quantifying the difference in the body of the paper while discussing the wind profiles and 

summarized this in the last section. 

 

– Lines 619-620: “over a large horizontal wavelength range with high vertical resolution”. Confusing/misleading. Implies 

that horizontal and vertical effects can be separated, or that vertical variations dominate horizontal ones. Statement 

should be qualified accordingly (as was done in the body). 

We have reworded this statement to ‘over a large horizontal distance relative to the vertical distance traveled.’ 

– Line 637: “fror example”. Typo. 

This typo has been fixed. 

– Line 643: “Additional flight patterns can also be designed with tighter helical descent can be designed”. Awkward. 

Reworded to ‘Additional flight patterns can also be designed with tighter helical descent’ 

– Appendix A: “all transducers” is vague. Wind retrieval is a combination of many transducers, including relative wind, 

attitude, and inertial velocity. It would be clearer to use the more specific nomenclature from the body of the paper. 

We have removed the line legend and reference the line colors in the figure caption. To use the nomenclature from the 

body of the paper would have required shrinking the font size below acceptable limits (at least for the graphing software 

that we used when generating the bulk of the figures used in the paper).



 


