
We thank the 3 anonymous reviewers for their helpful comments on our manuscript. Their comments, 
and our corresponding edits and responses, are copied below.  

 

Reviewer 1 

I assume MAM stands for March-April-May. It is not defined in the paper. 

Thank you for catching this omission. Line 254, the first �me we use the acronym, now reads, 
“Throughout, anomalies are calculated relative to the 2015-2019 March-April-May (MAM) mean.”  

CanESM5 is noted as "CanESM50" in the plot legend of both Fig. 1 and Fig. 2. Is that a mistake? 

We have clarified both the figures and text to be more explicit about model versioning. Both now refer 
to the model as “CanESM5.0” throughout the manuscript, except for occasional references to 
CanESM5.1 or CanESM5 in general as appropriate. 

In the cap�on of Figure 4, please make a note of the model name used for the sensi�vity experiments 
shown in this figure. 

Thank you for no�ng this omission. The cap�on now reads, “Effects of varying the magnitude of the 
simulated COVID-19 perturbation in CanAM5.1.” 

 

Reviewer 2 

L6: "forced with COVID-19-like reduc�ons in aerosol and greenhouse gas emissions" The models were 
actually forced by greenhouse gas concentra�ons and aerosol and aerosol precursor emissions. Possible 
sugges�on: "forced with COVID-19-like reduc�ons in aerosols and greenhouse gases". 

We thank the reviewer for catching this oversight. We have corrected both the abstract (line 2) and main 
text (lines 79, 169) as suggested. The only place where we s�ll refer to “reduc�ons in aerosol and 
greenhouse gas emissions” is in the descrip�on of the original CovidMIP methodology, which did 
es�mate reduc�ons in the emissions of both aerosols and greenhouse gases; as the reviewer points out, 
the GHG emissions were then converted to concentra�ons for use in model simula�ons. 

 

Reviewer 3 

Page 3, L60: how was COVID different than long term changes? You men�on co-emission of species. Did 
COVID reduc�ons change that? My guess is probably: energy emissions were the same, but transport 
emissions were reduced. Maybe discuss this? 

Thank you for the excellent ques�on. We have expanded on our reasons for being interested in a rapid 
change (lines 61-68):  

There are both practical and scientific motivations for studying a rapid emission reduction. On the 
practical front, a short-but-strong signal is easier to disentangle from other sources of variability; we 
have continuous satellite observations that cover the entire study period; and the period is short enough 



the instrument drift is unlikely to be a concern. Scientifically, model simulations indicate that the presence 
and severity of potential climate penalties, including changes in mean and extreme temperatures and 
precipitation, may be proportional to the rate at which emissions are reduced (Acosta Navarro et al., 
2017; Hienola et al., 2018; Samset et al., 2020; Shindell and Smith, 2019; Shindell et al., 2012; Sillmann et 
al., 2013). Although we do not investigate the climate response to COVID-19 in this work, understanding 
the aerosol response itself is an important first step. 

Page 4, L115: You might want to note explicitly that satellite retrieval error and model error are two 
other significant error sources. 

We agree with the reviewer that satellite retrieval error and model error are important sources of error; 
these are discussed in the following sec�ons. This sec�on specifically discusses the factors that would 
contribute to differences between observed and simulated AOD signals even in the absence of those key 
sources of uncertainty. We have revised the text to clarify the intent of this sec�on.  

Lines 94 to 96 now read, “We begin by highlighting the major considerations that need to be addressed 
in an analysis of this type: sources of AOD variability; factors that contribute to discrepancies between 
simulated and observed AOD fields, no matter the quality of the atmospheric model or satellite retrieval; 
and finally, the impacts of observational uncertainty.”  

Sec�on 2.2 has been renamed, “Differences between observed and simulated AOD in the absence of 
model error or observational uncertainty” 

Lines 122 to 129 now read, “Even given a hypothetical model that perfectly simulated atmospheric 
aerosol processes, and perfectly accurate satellite retrievals, differences would still arise between the 
observed and simulated AOD fields. These differences can be grouped into three main categories. First, a 
freely running model would produce a different realization of meteorological conditions than occurred in 
the real world, and so aerosols would be subject to different emission, transport, and depositional 
processes. Second, any errors in the model inputs (e.g. in the size of perturbation applied to represent 
COVID-19) would translate into biased simulations. Finally, the simulated and observed AODs would be 
recorded with different spatiotemporal sampling. Before any differences between the observed and 
simulated responses to COVID-19 can be attributed to model biases, then, these factors must be 
accounted for. (We discuss the role of observational uncertainty separately, in Section 2.3.)” 

Page 6, L170: How accurate was the 2 year blip assump�on? Can you compare it to mobility data un�l 
now? Since it sounds like you are going to conclude emissions maters, maybe you can show the 
assump�ons versus actual observa�ons/inventories? 

Assessing the accuracy of the 2-year blip assump�ons is beyond the scope of this analysis, and up-to-
date aerosol emission inventories, such as those from CEDS or ECLIPSE, are not yet available for 2020. 
Although regional assessments have been atempted by other researchers, a global evalua�on of the 
scenario is not yet available (Forster et al. 2023). However, we assess the degree to which uncertain�es 
or errors in the two-year blip assump�ons would impact our results in Sec�on 5.2.3. 

Page 7, L186: Is Sigmond et al the reference for the CanESM5 AOD spread or do you need to show a 
figure? 



Yes, Sigmond et al is the reference for the CanESM5.0 AOD spread; see in par�cular Sec�on 5.1. This 
paper has now been published in GMD and the cita�ons updated accordingly.  

Page 10, L260: I don’t think using the models to define observa�onal anomalies is really appropriate. 
Why don’t you use the pre-covid period and it’s variability to define the mean and variability for the t-
test? 

We appreciate the reviewer’s concern over this approach. To clarify, the anomalies themselves are 
calculated with respect to the mean over the 2015-2019 reference period.  Unfortunately, using previous 
years’ observa�ons to determine the AOD expected in 2020 in the absence of the COVID-19 perturba�on 
(an observa�onal "control") is not prac�cal. We have clarified the mo�va�on for our approach in the 
manuscript; lines 261-267 now read,  

Defining detectability for the observations is more challenging, because there is no ``control observation'' 
from which to estimate the AOD that would have been measured in 2020 had COVID-19 not occurred. It 
would not be sufficient to use the mean and variance calculated from the reference period as a control: 
using the mean would neglect the impacts of underlying trends in the emissions, and a five-year 
reference period is too short to provide a robust estimate of the variance. Instead we borrow an 
approach from the field of detection and attribution (Eyring et al., 2021) and compare the ensemble of 
observed anomalies to a multimodel control ensemble (MMEc) constructed by randomly drawing an 
equal number of control simulation anomalies from each model. 

As described in lines 270-278, this approach is supported by our comparison between the observed and 
simulated data over the reference period, as there is not a sta�s�cally significant difference between the 
interannual variability of the MMEc and the observa�ons. 

Page 10, L280: are you doing this at each point or some global mean? I hope it is at each point: there is 
informa�on in the patern. 

We are doing this analysis using region-mean values, for each of our 4 analysis regions. We agree that a 
global-mean result would not be meaningful! Spa�ally-resolved t-tests do not change our results, and we 
have added a sentence clarifying this fact to the manuscript:  “We present results for t-tests performed 
on region-mean values; using spatially-resolved comparisons adds little information and does not change 
our results.” (line 289-291). 

For the reviewer’s interest, we have copied a figure showing the results of our t-tests for the model 
CanAM-new-emis over the Northern Hemisphere domain. In each panel, regions in orange/red have 
p<0.05, and blue/purple have p>0.05. The top panel compares control and perturbed ensembles, so 
regions in red exhibit sta�s�cally significant differences between the ensembles. As in the region-mean 
results, significant anomalies are found over India and China, but not Europe. The middle and botom 
panels compare the control and perturbed ensembles respec�vely against the observa�ons. Here, 
purple indicates areas of good agreement between the observa�ons and simula�ons (where there is not 
a sta�s�cally significant difference between the two). White indicates regions of missing data. The spa�al 
paterns shown in these panels add litle informa�on to our analysis, especially considering the fact that 
by defini�on, 5% of the region will have p<0.05. 



 

 

Page 11, L300: note that MAM = March - May? 

We thank the reviewer for no�ng this omission. Line 254, the first �me we use the acronym, now reads, 
“Throughout, anomalies are calculated relative to the 2015-2019 March-April-May (MAM) mean.”  

Page 11, L304: define “detectable” 

We have replaced the word “detectable” with “sta�s�cally significant.” 

Page 14, L370: Please clarify this is the same model as the CanAM5 in the previous plots (you corrected 
it for this paper). 

We have revised the text to be more explicit about model versioning. The preceding analysis used the 
coupled earth system model CanESM5.0, and the sensi�vity tests described here use the atmospheric 
model CanAM5.1. CanAM5 is the atmospheric component of CanESM5; the upgrades from version 5.0 to 
5.1, described in Sigmond et al. (2023), resolve the dust issues described earlier in the manuscript. 

Page 15, L389: I don’t agree, it is in line with one of the data sets, and that is unchanged from the regular 
emission version given the spread. 

We acknowledge that by eye, the updated-inventory results appear similar to those with the original 
CMIP6 emissions. Our statement refers to the results of our t-test: with the original emissions, the 
separa�on between the observa�ons and the perturbed ensemble was sta�s�cally significant, but with 
the updated emissions, the separa�on is not sta�s�cally significant. We have clarified the text to 
emphasized that our comparisons with the observa�ons are grounded in sta�s�cs (and to clarify where 
our discussion is qualita�ve). Lines 399-403 now read: 

The effects of this reduction vary: in East China, the update is sufficient to bring the simulated COVID-19 
signal into agreement with the observed anomaly (i.e., the separation between observed and simulated 



ensembles is no longer statistically significant), whereas in the Northern Hemisphere the simulated 
response is brought somewhat closer to the observations but the difference remains significant. In 
Europe the main effect of the update is to remove the simulated trend over the 2015-2019 reference 
period, bringing the simulations into qualitatively better agreement with the observations over this 
period… 

We have also clarified these comparisons earlier in the results sec�on. The figure legends have been 
updated so that the black dot used to denote agreement between the simulated and observed 
ensembles is now labeled “sim-obs dif. not stat. sig.,” and the cap�on to Figure 1 now reads,  

“Black dots indicate simulated anomalies that are not significantly different from the ensemble of 
observed anomalies.”  

Lines 322-324 have been updated to read,  

In East China, four of the six models exhibit a statistically significant COVID-19-perturbed anomaly, which 
in general appears to be over-estimated: in these models, there is a statistically significant between the 
observations and the perturbed ensemble, but not between the observations and the control. 

Page 15, L397: you just said Europe is improved with the new emissions. Be consistent or more precise. 

We thank the reviewer for poin�ng out this discrepancy, and agree with their assessment. Lines 407 to 
411 now read, “These results suggest that in India, inferences drawn from the other CovidMIP models 
will likely not be affected by biases in the underlying baseline inventory as long as the applied 
perturbation is realistic. In the Northern Hemisphere, East China, and Europe, the apparent 
overestimation of the COVID-19 response identified in CanESM5.0, MIROC-ES2L, and MRI-ESM2-0 may 
have been partially caused by overestimates of the control emissions and thus of the absolute magnitude 
of the COVID-19 disruption.” 

Page 16, L417: for the 2020 covid decrease. It does NOT improve earlier agreement. 

We have clarified the text such that lines 44-52-453 now read, “… the 2020 perturbed anomaly is in 
excellent agreement with the observations, …”  See also our more comprehensive revisions, discussed 
under your comment on Page 17 L43. 

Page 17, L420: Again, I don’t agree with this interpreta�on. What about anomalies in 2017 and 2018? 
Please be specific here. 

This statement was intended to refer to specifically to the anomalies in 2020. We recognize that it was 
unclear, and have revised the text to be more explicit about our interpreta�on. In the process, we have 
substan�ally revised Sec�on 5.2.2, and the paragraph referred to in this comment has largely 
disappeared. Please refer to the following comment for a descrip�on of the changes made. 

Page 17, L431: but the inter-annual variability is not reproduced. the observa�ons tend to have the same 
sign of inter-annual anomalies and the nudged model does not. Please explain how this is consistent? 

We have substan�ally revised Sec�on 5.2.2 to clarify the interpreta�on of the nudged results, in the 
context of differences in interannual variability between the different datasets. In par�cular, we explicitly 
address the higher variability of the nudged simula�ons (lines 425-429):  



In general the nudged simulations exhibit higher interannual variability than the free-running simulations 
do, although this variability generally falls within the envelope of the larger coupled ensemble. In Europe, 
the nudged ensemble exhibits substantially higher interannual variability than do either of the free-
running ensembles or the observations, indicating that the model may underpredict the variability of and 
AOD sensitivity to temperature, winds, and/or humidity in this region.  

We address differences in the sign of the anomalies in Europe (lines 453-457):  

The pattern of positive and negative anomalies is consistent with, although substantially amplified 
relative to, observations from MODIS-Aqua; however, this pattern of variability is not reproduced in the 
two CALIOP-derived datasets. The simulated COVID-19 perturbation is small relative to this variability 
and, as in all previous ensembles, the control and perturbed 2020 anomalies are both consistent with the 
observed ensemble. 

We so�en our descrip�on of the nudged results in India (lines 449-452):  

Because the observed interannual variability is reproduced less well in the nudged than the free-running 
simulations, detailed comparisons between the observed and simulated 2020 anomalies would not be 
robust; however, it is reassuring to note that the 2020 perturbed anomaly is in excellent agreement with 
the observations, and the results of our statistical comparisons remain unchanged. 

We discuss the variability of the different datasets when summarizing results for East China and the 
Northern Hemisphere (lines 439-441 and 458-460 respec�vely): 

In East China, both CanAM-new-emis-free and CanAM-new-emis-ndgd simulate lower interannual 
variability than do the observations; the pattern of variability is perhaps somewhat improved in the 
nudged ensemble. 

When averaged over the entire Northern Hemisphere (0N-70N), neither the free-running nor nudged 
ensembles reproduce well the observed pattern of interannual variability. Overall, our results here are 
unaffected by nudging: the control ensemble is consistent with the observed anomalies, and the 
perturbed ensemble values are too negative. 

Finally, in lines 461-464 (the original focus of this comment) we have provided more support for our 
argument that improvements in the observa�ons are necessary: 

In all regions, the separation between the control and perturbed CanAM-new-emis-ndgd ensembles is on 
the order of the spread in observational estimates. Furthermore, in two regions (India and Europe), the 
three observational datasets disagree on the pattern of positive and negative anomalies throughout the 
reference period. These findings taken together suggest that further observationally-based model 
evaluation may not be feasible given current observational uncertainties. 

Page 18, L465: in the previous sec�on you implied that nudging did improve agreement (please explain 
or make consistent). 

We hope that the revised Sec�on 5.2.2 will address this concern, as we are now more explicit about the 
areas in which nudging did and did not improve the agreement between observa�ons and simula�ons. 
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