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Abstract.

This work advances the cross-model deployment of ecological and biogeochemical simulation capabilities in existing

process-based hydro-modeling tools, which we term “Open Water Quality" (OpenWQ). We detail aspects of OpenWQ’s ar-

chitecture that enable its plug-in type incorporation into existing models, along with its innovative aspects that enable biogeo-

chemistry lab-like capabilities. OpenWQ’s innovative aspects allow modelers to define the pollution problem(s) of interest, the5

appropriate complexity of the biogeochemistry routines, test different modeling hypotheses, and deploy them across different

hydro-models. A coupling recipe for linking OpenWQ to existing hydro-models is described and demonstrated on two models

with different model structures, SUMMA and CRHM. Such model integration helps establish a more formal (and direct) ex-

change of innovation between hydrological and biogeochemical-water quality modeling communities. Example applications

of different pollution studies enabled by OpenWQ are provided with robust numerical verification.10

1 Introduction

There are considerable challenges in defining the appropriate complexity, scale, and scope of water quality models (Costa et al.,

2020a; Moore et al., 2006; Mekonnen, 2016; Shoemaker, 1997). These challenges are in part due to uncertainties associated

with the prediction of many hydrological and biogeochemical responses at different spatial scales and geographical settings,

which are aggravated by the often sparse water quality data available for testing and validation of models. This raises critical15

questions for the design, application, and benefit of such modeling tools (Beck, 1987; Moore et al., 2006; Wade et al., 2008;

Costa et al., 2020a). Improving process-based hydro-biogeochemical models for terrestrial hydrological simulations requires

effective and continuous integration and interoperation of models across several research areas, including hydrology, biogeo-

chemistry, and soil science. Models must combine practical aspects related to model application with theoretical scientific

insights at various degrees of scientific maturity and geographical applications. Such cross-disciplinary modeling efforts re-20

quire modelers to make model development decisions based on considerations that include (1) model fidelity, complexity and

practicality, (2) scientific reproducibility and transparency, and (3) data availability (Clark et al., 2011). More flexible water
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quality modeling approaches have been recognized as a pathway to help address these issues (Yang et al., 2022; Costa et al.,

2020c, 2016). Some approaches have emerged that address some of the challenges and improve transparency and engagement

among hydrologists, biogeochemists, soil scientists, and decision-makers, such as the STELLA (Structural Thinking and Ex-25

periential Learning Laboratory with Animation) software (Richmond, 2004) and the MIKE Eco Lab, which is a water quality

modeling addition to the MIKE tools (Refsgaard and Storm, 1995). However, such tools are not suitable for integration into

modeling platforms developed by the various hydrological communities around the world. In the case of STELLA, the tool is

standalone and more suitable for applications where simpler batch-reactor assumptions are applicable, such as for small reser-

voirs and wastewater treatment plants. The MIKE tools from DHI now provide an Eco-Lab module for more flexible water30

quality and ecological simulations, but this module is a proprietary tool integrated within the MIKE ecosystem of tools, so it

does not benefit the wider hydrology and modeling communities, and it is constrained by the chemical constituents and types

of biogeochemical processes that are explicitly introduced by the MIKE model developers. More recently, Yang et al. (2022)

proposed a new model named HiWaQ for flexible catchment water quality assessments with compatibility for multiple hydro-

logical model structures. This is a valuable contribution toward a more unified and interoperable hydrological-water quality35

modeling approach, but the current version is limited to hydrological models and the nitrogen cycle.

The purpose of this paper is to summarize the development of a flexible multi-chemistry modeling framework (OpenWQ)

that provides portable and interoperable water quality simulation capabilities for existing hydro-models. OpenWQ is a tool that

(1) can be plugged into existing process-based hydrological, hydrodynamic, and groundwater models to extend their capabili-

ties to environmental and ecological studies, (2) offers a flexible platform for tailoring chemical-microbiological constituents40

and biogeochemistry-cycling processes to allow the representation of different pollution problems and landscapes, and (3)

enables the systematic and controlled testing of modeling hypotheses.

The goals of this paper are three-fold:

1. Describe the OpenWQ concept and how it contributes to increasing transparency, interoperability, reproducibility, and

flexibility in hydro-biogeochemical studies of aquatic ecosystems.45

2. Demonstrate how OpenWQ can be integrated into existing hydro-models (illustrated by two examples, SUMMA and

CRHM)

3. Demonstrate how models coupled to OpenWQ can be used to examine a variety of pollution problems (with several

examples and numerical validation).

The remainder of this paper is organized as follows. In Section 2 we review existing water quality models, in Section 350

we introduce the OpenWQ concept, in Section 4 we describe applications of OpenWQ demonstrating coupling procedure and

testing pollution scenarios, in Section 5 we present results for a set of synthetic test cases, in Section 6 we present a discussion

of the results, and in Section 7 we summarize the major contributions of this paper.
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2 Existing water quality models

Widely used process-based catchment water quality models such as SWAT, HYPE, and INCA have been at the forefront55

of innovation, paving the way for researchers and decision-makers around the world to investigate solutions to a variety of

pollution problems, particularly related to nutrient pollution. These models have become increasingly complex and heavily

parameterized, but like most hydrological and water quality models they remain a limited representation of reality because

hydro-biogeochemical processes are highly complex in natural environments (Wade et al., 2008; Beck, 1987; Costa et al.,

2020b). These models typically simulate a series of biogeochemical processes conceptualized to address particular pollution60

problems, and processes are represented through a combination of empirical and physicochemically based methods, often

leading to several calibration parameters and thus increasing the risk of parameter equifinality (Costa et al., 2020b). Sparse and

sporadic water quality measurements, which are common problems for most water bodies, limit the further application and

development of these water quality models.

The combination of process-representation methods with varying degrees of empiricism is in part due to knowledge gaps65

in understanding the drivers and controls of hydrological and biogeochemical responses at various spatial scales and across

different landscapes and climate zones. In regions where relatively uncommon processes may play an important role in the

overall water quality dynamics, the use of these models becomes problematic because there is little flexibility for adjusting

conceptual models, adding or removing processes, or testing different modeling hypotheses. For example, research has shown

that in some cold regions, processes such as preferential infiltration of hydrochemical into frozen soils (Lilbaek and Pomeroy,70

2007), preferential elution of hydrochemicals from melting snowpacks (Davies et al., 1987; Marsh and Pomeroy, 1999; Costa

and Pomeroy, 2019), microbial uptake and fixing of nitrogen in melting snowpack (Jones, 1999), volatilization of nitrogen

during snow redistribution and sublimation (Pomeroy et al., 1991, 1999), and snowmelt nutrient release from snow–plant

residue mixtures (Costa et al., 2019) may affect water quality, but they are not represented in most popular models. This lack

of representation may compromise the use of these existing models in such regions and calls for a more flexible, reproducible,75

transparent, and interoperable approach to water quality modeling that enables a systematic and controlled approach for the

addition, removal, and adjustment of processes as needed to reflect (1) regional and climate characteristics, (2) data limitations,

and (3) objectives of the study.

3 The OpenWQ concept

OpenWQ aims to address three major challenges with existing water quality models: (1) structural rigidity in the represen-80

tation of chemical constituents and biogeochemical processes, (2) limitation of background hydro-flux calculations, and (3)

inadequacy for testing different modeling hypotheses for proper quantification of structural uncertainty. Structural rigidity is

the limitation that perhaps hinders more the effective use of models across landscapes and in complex, diverse environments

(e.g., permafrost, peatlands, variable contributing areas) that require more investigative, open-ended, and interactive simulation

approaches.85
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3.1 General architecture

OpenWQ separates the physics and biochemistry calculations from the numerical implementation. Such an approach was im-

plemented in the SUMMA model (Clark et al., 2015a, b), and we adopted it here to improve scalability and interoperability.

This approach addresses a major problem with many hydrological, hydrodynamic, and water quality models where the spec-

ification of the model equations is intertwined with their numerical solution (Clark and Kavetski, 2010). This specification90

complicates the selection and assessment of different model representations (hypotheses) and makes introducing and evaluat-

ing alternative numerical methods challenging. As such, state variables in OpenWQ are only updated inside its numerical solver

based on rates of mass change (time and space derivatives) computed by the different physical and biogeochemical process

routines. The current numerical solution is based on the simple finite-volume forward Euler method because at this stage pri-

ority has been given to developing the overall model concept, architecture, and testing capabilities (proof of concept). Yet, the95

fundamental separation of the numerical solver from the physics-biogeochemistry calculations enables the future improvement

of the numerical implementation in a controlled manner.

There are four core space-time derivatives altering the state-variables in OpenWQ that relate to (1) initial conditions (dm_ic),

(2) sinks and sources of chemical load (i.e., chemical mass entering or exiting the model domain) (dm_ss), (3) biogeochemical

processes (dm_dt_chemistry), and (4) physical transport of chemical constituents with water flow (dm_dt_transport). This100

is depicted in Fig. 1. However, different modules (blue boxes) and model options (outer beige boxes) can be activated or

deactivated for the calculation of each of these derivatives. The number of modules and model options available will grow with

future developments.

OpenWQ adapts to the hydro-model spatial and temporal discretization structure, which can include Hydrological Response

Units (HRUs), 1D–3D spatial distributed meshes, structured or unstructured meshes, and multiple domains or hydrological105

compartments (e.g., snow, soil, groundwater). OpenWQ’s state variables (column 1 in Fig. 2) are stored in a hierarchical

data structure organized with the following nested fields: (1) domain that refers to hydrological compartments (column 2 in

Fig. 2), (2) chemical species (column 3 in Fig. 2), and (3) sub-domain that refers to the internal 1D–3D spatial discretization

of the domains or hydrological compartments (column 4 in Fig. 2). The hierarchical data structures are built via the Armadillo

C++ library for linear algebra and scientific computing (Sanderson and Curtin, 2016, 2018). The state-variable data structures110

record the spatiotemporal evolution of the mass of the different chemical species tracked in each model domain or hydrological

compartment (e.g., snow, soil, groundwater).

3.2 Portability and interoperability via dynamic coupler

In order to optimize the integration of OpenWQ into existing hydro-models, the model has been designed as an internal

coupler module. External coupling (i.e., OpenWQ reading output files from the host-model and running standalone) was not a115

viable option because hydro-models, particularly hydrological models, typically deal with multiple water fluxes moving around

vertically and horizontally within and across hydrological compartments (e.g., snow, soil), which are not always exportable nor

possible to disentangle. Even in cases where models allow exporting all water fluxes separately, externally re-mapping those in
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Figure 1. General modular architecture of OpenWQ computes four core space-time derivatives (light-pink circles) via a series of modules

(blue and green boxes) and module options (outer beige boxes).

OpenWQ while harmonizing units to correctly compute the corresponding solute mass transport would be extremely difficult

for most applications and prone to problems. Focusing on a flexible full-coupling strategy with minimal code re-engineering120

allowed us to address this problem and guarantee adequate communication between OpenWQ and the (host) hydro-models.

Although interface and coupler functions may need adjustments to harmonize particular specificities of each hydro-model, a

generic “hydro-link" file has been developed with a template for these functions. It is possible to create such a template because

most hydro-models follow the general model architecture depicted in Fig. 3 (grey boxes).

The integration of OpenWQ into existing hydro-models is carried out through four coupler functions (pink boxes, Fig. 3)125

that are responsible for (1) converting datatypes and data structures between OpenWQ and the “host" hydro-model, (2) passing

hydro-fluxes into OpenWQ, and (3) calling OpenWQ’s APIs. This is a one-way communication from the host hydro-model to

OpenWQ, so no information is returned to the host model. The interface functions are generic and serve as templates (coupling

recipes) that have been optimized to streamline the coupling procedure. The adjustments needed in the interface functions are

to ensure that the data types and structure used in the hydro-model are properly translated into OpenWQ’s own data structure130

and conventions so that OpenWQ’s APIs can perform adequately.
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Figure 2. State variables are stored in OpenWQ via dynamic hierarchical data structures

3.3 Current modules and options

OpenWQ contains modules to deal with (1) initial conditions, (2) sinks and sources, (3) transport (advection and dispersion)

with water, and (4) biogeochemistry (see Fig. 1). The first two groups of modules deal with initial conditions and sinks and

external sources with a focus on translating user inputs into the simulation. For example, the sink and source module applies135

chemical load as prescribed by the users that can include (1) continuous load arising from sources like atmospheric deposition

or the outlet of a wastewater treatment plant or (2) episodic/instantaneous loads arising from sources such as fertilizer and

chemical spills. The remaining two groups of modules focus respectively on (1) the physical transport of chemical constituents

as water moves through the system and (2) biogeochemical transformations.

3.3.1 Transport Module140

Currently, there are two options available for computing the physical transport of dissolved solutes and fully suspended sed-

iments. The first option accounts for both advection and dispersion and solves the hyperbolic-parabolic advection-diffusion
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Figure 3. General mechanistic hydro-model structure (grey boxes) and where OpenWQ’s four coupler functions are called (pink boxes)

partial differential equation (PDE) in up to 3 dimensions depending on the host model spatial discretization scheme (Equation

1); the second option only accounts for advection (Equation 2). In both cases, the PDEs are solved inside OpenWQ’s numerical

solver as described in Section 3.1 using the hydro-model fluxes. This means that for each water flux computed by the host-145

model (at each grid cell and timestep), OpenWQ calculates the corresponding solute mass transported. The physical transport

can be between computation elements (e.g., HRUs, grid cells) and across domains or hydrological compartments (e.g., runoff,

soil saturated, soil unsaturated, canopy), as prescribed by the host hydro-model. New modules and model options can be easily

added.

∂(V cs)
∂t

+∇ · (V ucs) =∇ · (VE · ∇cs) +S, (1)150

∂(V cs)
∂t

+∇ · (V vcs) = S, (2)

where V is the volume of the computational element/cell [L3], cs is the concentration of a given dissolved substance [ML-3];

u = (ux,uy,uz) is the velocity in the x, y, and z directions [LT-1]; E is the (diagonal) diffusivity tensor [L2T-1]; and S is a

source term [MT-1] that is linked to the chemistry modules. The E term accounts for the combined effect of different mixing

phenomena. L, M and T are the dimensions of Length, Mass and Time, respectively. This notation is used throughout the155

manuscript.

3.3.2 Biogeochemistry module

Biogeochemical cycling and transformations are customizable via JavaScript Object Notation (JSON) files. Each cycling

framework is given a “tag" that is used for loading into simulations through OpenWQ’s main configuration file. The char-
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acterization of each of these cycling frameworks involves the definition of biogeochemical transformations and the chemical160

species involved. In turn, the characterization of each of these transformations requires information about the chemical species

consumed and produced and the reaction kinetics. OpenWQ’s kinetics solver is based on the C++ Mathematical Expression

Toolkit Library (ExprTk) developed by Arash Partow (1999–2020) (Partow, 1999). The implementation of ExprTk in OpenWQ

is simple to use and provides an efficient run-time mathematical expression parser and evaluation engine. It supports numerous

forms of functional, logical, and vector processing semantics and is easily extendable. The equations can be written with (1)165

multiple chemical species, (2) user-defined parameters, and (3) built-in hydro-model variable dependencies.

The biogeochemistry JSON input file can be prepared manually following the appropriate OpenWQ JSON structure (i.e.,

key-value pairs). Alternatively, the cycling frameworks can be created via a diagram drawn using a GraphML editor, which

can then be converted into OpenWQ’s JSON format using a Python script (named “Convert_graphml_BGCjson.py“) available

in OpenWQ’s public repository. This graphical option aims to foster collaboration between modellers and (water and soil)170

biogeochemists. Although the expressions used to represent the different reaction kinetics in the model (via the biogeochemistry

JSON files) can take many forms, sequences of reaction networks are often used involving single or multiple chemical species

governed by zero-, first-, second-, or third-order kinetics as described in Eqs. 3 to 6, respectively.

dcA
dt

=−kλ, (3)

dcA
dt

=−kλcA, (4)175

dcA
dt

=−kλc2A, (5)

dcA
dt

=−kλc2AcB , (6)

where cA and cB [ML-3] are the concentrations of chemical species A and B, parameter/variable λ represents weather/hy-

drological dependencies (such as soil moisture and temperature) [-], and k is the reaction rate constant where the units vary

depending on the reaction order: ML-3T-1, T-1, M-1L3T-1, and M-2L6T-1 for respectively zero-, first-, second and third order180

reactions. The reaction rate k can be provided as the reaction rate using standard maximum at a reference temperature (often

20oC) or using expressions that can include relationships with the hydrological/weather-dependent variables/parameters.

3.4 Inputs and Outputs

The configuration of OpenWQ is provided via four JSON files. Each of these files deals with a particular aspect of the model

setup and is given one of the following designations (1) “runManagement" (general simulation instructions), (2) “Biogeochem-185

istry" (characterization of biogeochemical cycles, as described above), (3) “Configuration" (initial conditions and loading the

desired biogeochemical cycles and options to simulate) and (4) “Source/Sink" (input or output of chemicals, e.g., fertilizer

input). Simulation instructions and options in these JSON files are provided via key/value pairs, e.g., “RUN_MODE_DEBUG:

TRUE".
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4 Application of OpenWQ: Demonstrating coupling procedure and testing pollution scenarios190

4.1 Coupling to two existing hydro-models

The OpenWQ concept has been demonstrated through coupling to two hydro-models, SUMMA (Clark et al., 2015a, b) and

CRHM/CRHM-WQ (Pomeroy et al., 2022; Costa et al., 2021; Pomeroy et al., 2007). SUMMA is written in Fortran, while

OpenWQ is written in C++. Thus, it was necessary to create wrapper functions that allow for the interaction between a Fortran

driver program (SUMMA) and a C++ coupled program (OpenWQ) at runtime. This coupling was performed using the stan-195

dard Fortran module iso_c_binding that defines constants, types, and procedures for C interoperability. Fortran-to-C wrapper

functions were created to allow SUMMA to interface with OpenWQ and, from the point of view of SUMMA, OpenWQ is an

object to which a pointer is held upon initialization of OpenWQ. The wrapper functions allowed SUMMA to interface with

OpenWQ’s coupler functions as if they were method calls. Fortran-to-C wrapper functions were constructed for creating a

reference to OpenWQ along with each of the four OpenWQ C++ coupler functions (openwq::decl, openwq::run_time_start,200

openwq::run_space, and openwq::run_time_end - see Fig. 3). In turn, CRHM is written in C++, the same programming lan-

guage of OpenWQ. Accordingly, the need for wrapper interface functions was avoided. Yet, in this case, CRHM already had a

water quality module named CRHM-WQ that enables the specific simulation of the nitrogen (N) and phosphorous (P) cycles

(Costa et al., 2021). Thus, CHRM already contained a solute transport simulation routine that moves contaminants through the

hydrological cycle represented by the model. Therefore, instead of coupling all four OpenWQ coupler functions to CRHM-205

WQ, we considered it more appropriate to use CRHM’s native transport routine, which had already been tested by (Costa

et al., 2021), leaving OpenWQ’s coupling routine for transport (openwq::run_space) out of the coupling process and, this way,

demonstrating the flexibility of OpenWQ’s model structure and coupling procedure.

4.2 Test cases

In recent years, it has been recognized that basic tests to evaluate the robustness of model mathematical formulations and210

numerical solutions are essential for proper model scrutiny, falsification, and acceptance (Clark et al., 2021a). In this study, we

extended these principles to water quality simulations where the spatiotemporal complexity and interplay of process generally

often give rise to highly non-linear response patterns that are difficult to disentangle in real-world applications for proper model

examination (Costa et al., 2022, 2020a). We prepared a total of ten tests, of which two are non-reactive (biogeochemistry

deactivated), and eight are reactive (biogeochemistry activated) - see Table 1. The test cases are representative of a variety of215

environmental pollution problems for which analytical solutions have been either specially derived for this paper or taken from

the literature (see Appendix A). The test cases include six batch reactor-type tests, specifically two single-species tests and

four multi-species tests. The single-species tests are the simplest and represent cases involving first- (Test 1) and second-order

(Test 2) linear decay processes. The multi-species tests include (a) a two-species reaction network subject to linear decay (Test

3), (b) a three-species reaction network subject to linear decay (Test 4), and reaction networks to represent the (c) nitrogen220

(Test 5) and (d) dissolved oxygen (Test 6) cycles. The remaining four tests involve the transport of chemical constituents,

specifically two non-reactive tests, one considering a continuous point source (Test 7), one considering an instantaneous points
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Table 1. Model configuration for the different test cases

Biogeochemistry

Transport Scheme Designation Reference Initial Conditions Reaction kinetics Transport

Batch Reactor

1_noTrans_1species_1storder Fig. A1 Species A (c0 = 10 mg/l) ktransf_A = 0.01 1/day NA

2_noTrans_1species_2ndorder Fig. A1 Species A (c0 = 10 mg/l) ktransfA = 0.011/day NA

3_noTrans_2species Fig. A2 Species A (c0 = 10 mg/l)

Species B (c0 = 0 mg/l)

ktransf_A = 0.03 1/day

ktransf_B = 0.01 1/day

NA

4_noTrans_3species Fig. A3 Species A (c0 = 10 mg/l)

Species B (c0 = 0 mg/l)

Species C (c0 = 0 mg/l)

ktransf_A = 0.03 1/day

ktransf_B = 0.01 1/day

ktransf_C = 0.005 1/day

NA

5_noTrans_nitrogencycle Fig. A4 Nref (c0 = 10 mg/l)

Nlab (c0 = 10 mg/l)

DIN (c0 = 5 mg/l)

DON (c0 = 2 mg/l)

kdegrd = 0.006 1/day

kdissol−1 = 0.0002 1/day

kdissol−2 = 0.0003 1/day

kminer = 0.003 1/day

kdenitr = 0.001 1/day

kplantup = 0.001 1/day

NA

6_noTrans_oxygenBODcycle Fig. A5 BOD (c0 = 10 mg/l)

DO (c0 = 12 mg/l)

kBODdegrad = 0.1 1/day

kreaertion = 0.5 1/day

NA

Advection-Dispersion

7_trans_contS_PorMedia NA Species A (c0 = 0 mg/l) NA Dz = 0.0001 m2
/s

8_trans_contS_PorMedia_1storder Fig. A1 Species A (c0 = 0 mg/l) ktransf_A = 0.01 1/day Dz = 0.0001 m2
/s

9_trans_instS_PorMedia NA Species A (c0 = 0 mg/l) NA Dz = 0.0001 m2
/s

10_trans_instS_PorMedia_1storder Fig. A1 Species A (c0 = 0 mg/l) ktransf_A = 0.01 1/day Dz = 0.0001 m2
/s

source (Test 8), and two reactive tests that are similar to the homologous non-reactive tests, but where chemical species undergo

biogeochemical transformations (Tests 9 and 10, respectively). In the case of Tests 7 to 10 (transport simulations), testing was

only meaningful for SUMMA-OpenWQ because, as previously mentioned, the coupling of OpenWQ to CRHM-WQ did not225

contemplate OpenWQ’s transport routines because CRHM-WQ contains its own transport module. For SUMMA-OpenWQ,

Tests 7 to 10 were based on the soil unsaturated flow test cases formulated by Celia et al. (1990), which have been set up as

described in Clark et al. (2021b). The soil properties of these tests are described in Table 2 of that paper.

The model results have been compared to the respective analytical solutions to verify the accuracy of OpenWQ in examining

a variety of pollution problems. These tests contemplate several biogeochemical processes that are often the object of study in230

environmental studies. The Nash-Sutcliffe efficiency coefficient (NSE, Eq. 7) and the Root-Mean-Square Error (RMSE, Eq. 8)

were used to quantify the accuracy of the numerical results.

NSE = 1−
∑

(Xobs−Xmod)2

∑
(Xobs−µobs)2

, (7)

RMSE =

√∑
(Xobs−Xmod)2

n
, (8)

whereXobs andXmod are the observed and simulated concentrations, µobs is the concentration average, and n is the number

of observations. NSE values equal to one indicate a perfect match between observations and model results, and NSE values

equal to zero indicate model predictions as accurate as the mean of all observations.
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5 Results

5.1 Batch reactor: Single-species (Tests 1 and 2)235

The results of Tests 1 and 2 contemplate the general cases of single chemical species subject to first- or second-order decay as

presented in Fig. 4. Such reaction types are commonly used in sequence or parallel to represent complex reaction networks.

The results show good model predictability and reduced numerical dispersion. For Test 1, the Nash–Sutcliffe and RMSE val-

ues obtained for SUMMA-OpenWQ were respectively 0.999999998259312 and 8.804e–05 mg/l, and for CRHM-OpenWQ

were 0.999999998259309 and 8.804e–05 mg/l. For Test 2, the Nash–Sutcliffe and RMSE values obtained for SUMMA-240

OpenWQ were 0.999999900146240 and 3.0319e–04 mg/l, and for CRHM-OpenWQ were respectively 0.999999900145974

and 3.0319e–04 mg/l. The results obtained with SUMMA-OpenWQ and CRHM-OpenWQ are similar, which was expected

because these tests deal only with biogeochemical transformations, and nutrient transport, which is driven by the host-models,

is not activated. The RMSE is one order of magnitude higher for Test 2 and was also anticipated given that the biogeochemical

formulation in this test contains an exponent (i.e., power of two), which magnifies the propagation of round-off errors.245
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Figure 4. Comparison between model results and analytical solution for Tests 1 and 2

5.2 Batch reactor: Two-species reaction network (Test 3)

The results of Test 3 are presented in Fig. 5 and compared against analytical solutions. Two-species reaction networks are

also common in water quality models and often integrated within comprehensive biogeochemical cycling representations. The

model shows good agreement with the analytical solution for Test 3, including the results for both Species A and B. For

Species A, the Nash–Sutcliffe and RMSE values obtained for SUMMA-OpenWQ were 0.999999987172389 and 1.525e–04250

mg/l, and for CRHM-OpenWQ were respectively 0.999999987172368 and 1.525e–04 mg/l. For Species B, the Nash–Sutcliffe

and RMSE values obtained for SUMMA-OpenWQ were 0.999999989757722 and 1.747e–04 mg/l, and for CRHM-OpenWQ
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were respectively 0.999999989757706 and 1.747e–04 mg/l. The RMSE calculated for Species B is slightly higher than that

calculated for Species A. This result was anticipated because the reaction network sequence starts with Species A; thus,

the effect of changes in the concentration of Species A will take some time to travel to Species B due to the implemented255

discretization. Reducing the length of the time step reduces the problem.
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Figure 5. Comparison between model results and analytical solution for Test 3

5.3 Batch reactor: Three-species reaction network (Test 4)

Fig. 6 shows the model results for Test 4, comparing the numerical solution with the corresponding analytical solution.

This constitutes a more complex reaction chain that is often integrated into more complex biogeochemical cycling frame-

works. Similar to the previous tests, the model demonstrates good accuracy and small numerical dispersion. For Species A,260

the Nash–Sutcliffe and RMSE values obtained for SUMMA-OpenWQ were respectively 0.999999987172389 and 1.524e–04

mg/l and 0.999999987172368 and 1.524e–04 mg/l for CRHM-OpenWQ. For Species B, the Nash–Sutcliffe and RMSE val-

ues obtained for SUMMA-OpenWQ were respectively 0.999999989757722 and 1.747e–04 mg/l and for CRHM-OpenWQ

were 0.999999989757706 and 1.747e–04 mg/l. For Species C, the Nash–Sutcliffe and RMSE values obtained for SUMMA-

OpenWQ were respectively 0.999899420454185 and 1.560e–02 mg/l and for CRHM-OpenWQ were 0.999899420454600 and265

1.560e–02 mg/l. A small phase shift can be noticed for Species C, which is also caused by the reaction network sequence

issue mentioned in the previous test (Test 3). In OpenWQ, the hydro-models (CRHM and SUMMA) control the model time

step. In these tests, the time step used was 15 minutes and was dictated by the data time intervals. The larger the time step

is, the larger the shifts are expected to become because the computation of the reactions depends on the concentrations in the
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antecedent time step. So, in this case, a change in Species A has taken 30 min (2× 15 minutes) to numerically travel to Species270

C, producing a slight phase shift. Reducing the length of the time step reduces the problem.
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Figure 6. Comparison between model results and analytical solution for Test 4

5.4 Batch reactor: Nitrogen cycle (Test 5)

The results of the nitrogen cycle simulation show good agreement with the numerical solution (Fig. 7). This is a reaction

network involving four nitrogen species, and it is commonly used in popular models such as HYPE, INCA, and SWAT. The

model shows good agreement with the analytical solution, reinforcing the confidence in OpenWQ’s numerical solution and the275

implementation of the expression evaluator based on the C++ Mathematical Expression Toolkit Library (ExprTk) developed

by Arash Partow (Partow, 1999). For Nref, the Nash–Sutcliffe and RMSE values obtained were 0.999999999184531 and

6.927e–05 mg/l and 0.999999999184529 for SUMMA-OpenWQ and 6.927e–05 mg/l for CRHM-OpenWQ. For Nlab, the

Nash–Sutcliffe and RMSE values obtained for SUMMA-OpenWQ were respectively 0.999136304357914 and 9.426e–02 mg/l

and for CRHM-OpenWQ were 0.999136304357383 and 9.426e–02 mg/l. For DON, the Nash–Sutcliffe and RMSE values280

obtained were 0.999463220618209 and 1.3089e–02 mg/l for SUMMA-OpenWQ and 0.999463220618758 and 1.309e–02

mg/l for CRHM-OpenWQ. For DIN, the Nash–Sutcliffe and RMSE values obtained were 0.996669866632908 and 7.181e–02

mg/l for SUMMA-OpenWQ and 0.996669866633266 and 7.181e–02 mg/l for CRHM-OpenWQ. As in the previous reaction

networks tested, the RMSE increases as the information travels through the network sequence: RMSE(DIN)> RMSE(Nref).

This is caused by the issue raised above related to the time of travel of information through the network sequence computation.285

5.5 Batch reactor: Dissolved oxygen cycle (Test 6)

The simulation of the dissolved oxygen cycle is presented in Fig. 8 with two water quality variables (1) dissolved oxygen (DO)

and (2) biological oxygen demand (BOD). This is also a common pollution problem simulated by water quality models to
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Figure 7. Comparison between model results and analytical solution for Test 5

evaluate mitigation strategies for contamination caused by urban wastewater discharges in rivers and lakes. The model shows

good agreement with observations, capturing the typical DO sag often observed near discharge outlets as predicted by the290

analytical solution. For DO, the Nash–Sutcliffe and RMSE values obtained were 0.999998916342720 and 1.416e–04 mg/l

for SUMMA-OpenWQ and 0.999998916342720 and 1.416e–04 mg/l for CRHM-OpenWQ. For BOD, the Nash–Sutcliffe and

RMSE values obtained were 0.999999874118595 and 2.783e–04 mg/l for SUMMA-OpenWQ and 0.999999874118595 and

2.783e–04 mg/l for CRHM-OpenWQ. As in the previous cases, the RMSE increases through the reaction network sequence,

which is higher for BOD, despite that the Nash–Sutcliffe value remains high for both species.295

5.6 Reactive and non-reactive transport: Continuous point source (Tests 7 and 8)

Fig. 9 compares model results against analytical solutions for Tests 7 and 8, which represent non-reactive and reactive scenarios

of transport of a continuous pollution source through porous media. The results show the traveling of solute through the

soil profile driven by advection and dispersion processes. In the case of Test 8 in Fig 9b, there is an additional first-order

biogeochemical reaction causing a linear decay in the concentrations. Each figure shows the computed concentrations, as well300

as the model internal derivatives that have been passed into the numerical solver to compute the concentration update. This is

useful information to understand the key processes controlling the concentration of the solute as time progresses, as well as the

relative contributions of transport and biogeochemistry. Comparing Figs 9a and 9b, it becomes clear that the superposition of

the different processes (e.g., biogeochemistry, physical transport) gives rise to a highly non-linear response that the model can
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Figure 8. Comparison between model results and analytical solution for Test 6

capture accurately. The Nash–Sutcliffe and RMSE values obtained were 0.9890 and 0.0747e–05 mg/l for Test 7 and 0.9953 and305

0.0392 mg/l for Test 8. Results show that the Nash–Sutcliffe values remain high, but they are slightly lower when compared to

the purely biogeochemical kinetic Tests 1-6. The opposite is observed for RMSE, where values have slightly increased. This

minor deterioration of the numerical results with the activation of the transport routines was expected, and it remains within

acceptable values. This is caused by the initial conditions required to translate in the host-model to represent those set up in

the analytical solutions, as well as the velocity fields computed by the host model and associated numerical dispersion in both310

OpenWQ and the host model.

5.7 Reactive and non-reactive transport: Instantaneous point source (Tests 9 and 10)

The non-reactive and reactive tests for an instantaneous point source problem are shown in respectively Figs. 10a and 10b. Like

in the previous case, there is an additional first-order biogeochemical reaction causing a linear decay in the concentrations of

Test 10 in Fig 10b. The Nash–Sutcliffe and RMSE values obtained were 0.9535 and 4.614e–05 mg/l for Test 9 and 0.9521 and315

1.409e–05 mg/l for Test 10. The effect of biogeochemistry in the resulting concentrations can be also clearly observed in the

upper-middle panel of Fig. 10a as compared to the upper-middle panel of Fig. 10b. Similar to Tests 7 and 8, results show that

the Nash–Sutcliffe values remain high but are slightly lower when compared to the purely biogeochemical kinetic Tests 1–6.

6 Discussion
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Figure 9. Comparison between model results and analytical solution for Tests 7 and 8

6.1 Interoperability, flexibility, transparency, and reproducibility - the benefits of an eco-modeling lab and320

cross-hydro-model deployment

OpenWQ’s concept (as a customizable biogeochemistry modeling framework) and design (as coupled to enable cross-model

deployment) is an innovation in water quality modeling that aims to promote transparent collaboration across scientific fields,

including biogeochemistry, soil science, hydrology, hydrodynamics, and hydrogeology. These innovations pave the way for

fundamental advances in the current paradigm of water quality modeling:325
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Figure 10. Comparison between model results and analytical solution for Tests 9 and 10

1. Interoperability (optimizing research effort): Focus given to a single biogeochemical tool that will benefit multiple hydro-

models by extending their capabilities to water quality and ecological studies, thus reducing code maintenance and

maximizing value;

2. Transparency and reproducibility (increasing confidence in simulation outputs): OpenWQ’s input files can be trans-

ferred across hydro-models that have been coupled to OpenWQ, providing experience and knowledge transfer between330

environmental projects and research communities, as well as cross-model comparisons and replication (Fig. 11);
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3. Flexibility (facilitating collaboration across disciplines): The ability to test different (water and soil) biogeochemical

modeling hypotheses in a controlled manner allows for a more transparent and effective collaboration between modelers

and hydrologists, biogeochemists, and soil scientists

6.2 Unifying multi-scale approaches to water quality modeling335

OpenWQ provides a unifying modeling framework to deploy different approaches to physiochemically based soil and water

quality modeling across existing hydrological, hydrodynamic, and hydrogeological models. Here, we emphasize how OpenWQ

can help unify different modeling approaches to simulate different landscapes and pollution problems.

1. Sub-catchment versus catchment-scale modeling. OpenWQ provides a unique opportunity to harmonize spatial scales in

water quality modeling. Water quality models usually belong to one of two scales regarding the spatial domain, (a) sub-340

catchment and (b) catchment. Sub-catchment water quality models, including river-reach models such as WASP (Wool

et al., 2020; Di Toro et al., 1983) and QUAL2E (Brown and Barnwell, 1987), lake models such as MyLake (Saloranta and

Andersen, 2007) and Delft3D (Lesser et al., 2004), and aquifer models such as MODFLOW-MT3D (Harbaugh, 2005;

Bedekar et al., 2016) and FEFLOW (Trefry and Muffels, 2007), require the characterization of both horizontal and ver-

tical boundary conditions because they do not represent entire closed systems such a river basin. Instead, they focus on345

sub-regions within such closed systems. On the other hand, catchment models such as INCA (Jackson-Blake et al., 2016;

Wade et al., 2002; Whitehead et al., 1998) and SWAT (Arnold et al., 2012) only require vertical boundary conditions

(e.g., precipitation) because they focus on the larger closed system that contains the entire basin area. Accordingly, these

two scales of models tend to focus on different pollution problems. Sub-catchment models tend to focus more on point

sources, such as wastewater discharge, and catchment models often look at diffuse pollution (e.g., agriculture nutrients350

and fertilizer use). These differences also result in different chemical species and biogeochemical cycles of focus, e.g.,

river models often address problems related to low Dissolved Oxygen (DO) levels caused by biomass decomposition

and BOD (Biological Oxygen Demand) arising from wastewater discharges and other point sources discharging directly

in river and lakes. OpenWQ enables multi-scale chemistry simulations that can be integrated into hydro-models of sub-

catchment and catchment scales; thus, it can help bridge the gap between these two approaches, as well as allow for355

better integration of cross-dependent biogeochemical cycles. For example, whereas the DO and nitrogen cycles are often

simulated in river-reach models, catchment models tend to focus more on the nitrogen cycle and assume that there is an

unlimited amount of DO available. Although this assumption could be considered valid in many cases for surface runoff,

it is certainly erroneous for water bodies such as rivers, lakes, and groundwater.

360

2. Simple versus detailed biogeochemistry representation. Water quality modeling tools have been developed with varying

degrees of detail in the representation of biogeochemical processes (Costa et al., 2020a). For example, while INCA and

HYPE (Lindström et al., 2010) provide simpler biogeochemical modeling approaches for the nitrogen and phosphorous

cycles, requiring a smaller number of reaction-kinetic parameters to calibrate them may be more suitable for data-scarce
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regions; more complex biogeochemical models like HSPF (Bic, 1997) arguably provide higher model fidelity but may365

only be applicable in data-rich environments. However, when selecting a model for a particular region, modelers often

have to make compromises with process representation because some models have more detailed physics-based coupled

water-energy balance computations such as AnnAGNPS (Bosch et al., 1998) but may offer more limited biogeochemical

capabilities (Costa et al., 2020a). OpenWQ enables addressing this issue through its flexible eco-modeling lab, which

allows testing different biogeochemical conceptual models and modeling hypotheses, from simple biogeochemical cy-370

cles and transformations to more complex and intertwined reaction networks involving dozens or hundreds of chemical

species.

3. Unconnected versus interconnected biogeochemical cycling representation. Most catchment models simulate biogeo-

chemical cycles in isolation. For example, popular models such as SWAT and HYPE simulate the phosphorous and375

nitrogen cycles without integrating them with the DO-BOD cycle, despite them being strongly interrelated because DO

is used in both cycles. In the nitrogen cycle, DO is used in nitrification, where ammonia is oxidated into nitrite (NO3) and

nitrate (NO2). In the DO-BOD cycle, DO is used in the biological, aerobic decomposition of organic matter. OpenWQ

aims to allow for a biogeochemistry representation that is less compartmentalized, making interactions between cycling

frameworks more fluid, flexible, and potentially closer to reality (i.e., model fidelity). In practice, DO dynamics affect380

the cycling of many chemical constituents, from nutrients to heavy metals. OpenWQ’s eco-modeling lab addresses this

issue through its open reaction-network solver, which provides the flexibility to deploy any number of biogeochemical

cycling representations of any number of chemical species simultaneously, which can be connected or unconnected.

4. Background chemical transport driver. Typically, hydro-models are developed and maintained by research communities385

with specific research motivations driven by a regional context. These modeling tools often become highly specialized

for particular environments and applications, and modelers commonly find it hard to find a water quality modeling tool

that integrates such regionally important hydro-transport modeling capabilities. There is also in-house expertise that is

passed on over the years between members of such communities and research groups, which can make them reluctant

to switch to other modeling tools because it may involve steep learning curves. OpenWQ aims to address this issue by390

enabling extension to water quality modeling capabilities directly on those models so that modelers can continue using

the hydro-modeling tool that they consider more suitable to the environments on which they focus.

6.3 Limitations

1. Dependency on accuracy of hydro-model flux calculations: The physical transport of chemical constituents in OpenWQ

relies on the quality of the water fluxes passed by the host hydro-model. Although this may be an advantage since it395

allows choosing the hydro-model that best suits the modeling needs, it can become an issue if the calculated fluxes in the

hydro-model are not accurate, e.g., see the issues highlighted by Woldegiorgis et al. (2023). Modelers should select the
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hydro-model coupled to OpenWQ that is the most suitable for the application at hand or pursue the coupling of OpenWQ

to another hydro-model.

2. Biogeochemistry based on reaction networks: The native biogeochemistry module of OpenWQ that provides water400

quality-lab capabilities assumes that biogeochemical cycling can be represented via a series of sequential and parallel

reaction networks. Although this representation is true for most chemical constituents, pollution problems, and envi-

ronmental studies, some biogeochemistry may involve formulations that rely on variable dependencies that may not be

available in a particular coupled model. For example, simulating microbiological pollution in lakes, rivers, and beaches,

such as contamination with fecal coliforms originating from leaking septic tanks and wastewater discharges, requires the405

simulation of die-off rates due to exposure to solar radiation. In the case of hydrodynamic models, such information may

not be available. In the case of hydrological models, which typically deal with such data, that variable dependency may

not have been passed into OpenWQ during the coupling procedure, so updates to the coupler may be needed. OpenWQ’s

coupler functions have been designed to make the addition of new dependency variables straightforward. The portability

of OpenWQ is materialized through a series of coupler functions and wrapper interface functions that enable its coupling410

to hydro-models written in C++ or Fortran. However, the use of a more standardized model interface framework, such

as the Basic Model Interface (BMI Peckham et al., 2013; Hutton et al., 2020), could help streamline further the coupling

process through the use of standard control and query functions. This could make that model both easier to learn and

easier to couple with other software elements. BMI, for example, currently supports five languages: C, C++, Fortran,

Java, and Python.415

3. Testing based on simple perturbation experiments: The work presented here represents the first application of OpenWQ

to improve water quality modeling, but there are many additional opportunities to build on this work. The case studies

simulated here cover a range of pollution problems and hydrologic processes, but they are naturally limited in terms of

the environments and contamination problems covered. The model simulations presented are also based on simple per-

turbation experiments, which were necessary for validation purposes; however, more comprehensive model applications420

should be carried out in the future for comparison with competing modeling approaches. The work presented also does

not examine different numerical integration options. Research is needed to continue exploring the potential opportuni-

ties that OpenWQ creates for testing different biogeochemical, biophysical, and hydrologic processes and their model

representations.

7 Conclusions425

This paper describes OpenWQ as a methodology for the cross-model deployment of flexible multi-biogeochemistry simulations

in existing process-based hydro-modeling tools. OpenWQ’s concept was demonstrated through integration with two hydro-

models, SUMMA and CRHM, and testing of pollution scenarios. The key points of this paper are as follows:

1. Interoperability and coupling process: Demonstration of coupling of OpenWQ to CRHM and SUMMA illustrates how

the coupling “recipe" presented can be deployed to link OpenWQ to hydro-models even if displaying different data430
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and model structures and/or programming languages. The coupling steps, coupling functions, and wrapper interface

functions have been designed to optimize the coupling process.

2. Flexibility, transparency and reproducibility: The model development and applications presented illustrate how OpenWQ’s

flexible multi-chemistry lab capabilities enable addressing a variety of environmental and pollution problems, increasing

model flexibility, transparency and reproducibility, as well as enabling comparing modeling hypotheses in a controlled435

manner.

3. Controlled testing of modeling hypotheses: The model applications presented aim to illustrate how biogeochemical mod-

eling frameworks designed in OpenWQ can be readily deployed across different hydro-models using the same input

files. This is extremely useful to promote the transfer of knowledge and enable the selection of the most appropriate

background hydro-model for each situation based on landscape and climate considerations.440

4. Separating the numerical solver from the physicochemical calculations. This separation enables more controlled simu-

lations where the specific impacts of different process modules and numerical implementations can not only be properly

quantified but also added or removed as needed for structural uncertainty characterization. Such model architecture is

critical for model scalability.

The motivation for this development recognizes that (1) hydrology has a strong impact on the fate of pollution in the envi-445

ronment, but hydrological and water quality model developments often occur in isolation, (2) more should be done to facilitate

collaboration between the hydrological and biogeochemical communities, (3) interoperability, transparency, flexibility, and

reproducibility is needed to optimize research efforts and increase trust in model predictions. We look forward to continuing

further developing and innovating in flexible and extensible water quality tools that are agnostic to the choice of the host

hydro-model.450

Code availability. The source code of OpenWQ and all support pre-processing and post-processing scripts are available in GitHub at https:

//github.com/ue-hydro/openwq and publish in Zenodo athttps://zenodo.org/records/10045291

Sample availability. The test cases used to validate OpenWQ are available in GitHub at https://github.com/ue-hydro/synthetic_tests. This

repository includes the model figuration data for OpenWQ, SUMMA and CRHM, as well as post-processing scripts for replication of the

results.455

Appendix A: Deriving analytical solutions

Here, we provide details about the derivation of the analytical solutions used to verify the performance of OpenWQ. For each

test, the final analytical solution is first provided and supported by a diagram describing the corresponding reaction network.

The diagrams are then used to define the governing equations, which can be ordinary or partial differential equations.
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A1 Tests 1 and 2 - Single-species batch reaction460

Governing equations

The single-species batch reactor tests involve (a) first-order and (b) second-order decay kinetics. Fig. A1 depicts the biogeo-

chemical process.

Figure A1. Single-species reaction network where transf_A is a first-order biogeochemical decay reaction.

The governing equation for a single species subject to first-order decay is given by Eq. A1. In turn, the governing equation

for a single species subject to second-order is given by Eq. A2.465

dcA
dt

=−kcA, (A1)

dcA
dt

=−kc2A. (A2)

Analytical solutions

The analytical solution of a single species subject to first-order decay can be obtained by integrating Eq. A1. In turn, the

analytical solution of a single species subject to second-order decay can be obtained by integrating Eq. A2.470

dcA
dt

=−kcA⇔
1
cA
dcA =−kdt⇔

t∫

0

1
cA
dcA =

t∫

0

−kdt⇔ ln(cA)
∣∣∣∣
t

0

=−kt
∣∣∣∣
t

0

⇔

ln(cA(t))− ln(cA(0)) =−k∆t⇔ ln
(
cA(t)
cA(0)

)
=−k∆t⇔

cA(t)
cA(0)

=−k∆t⇔ cA(t) = cA(0)e−k∆t. (A3)
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dcA
dt

=−kc2A⇔
1
c2A
dcA =−kdt⇔475

t∫

0

c−2
A dcA =

t∫

0

−kdt⇔−c−1
A

∣∣∣∣
t

0

=−kt
∣∣∣∣
t

0

⇔

c−1
A

∣∣∣∣
t

0

= kt

∣∣∣∣
t

0

⇔ cA(t)−1− cA(0)−1 = k∆t⇔

1
cA(t)

=
1

cA(0)
+ k∆t⇔ cA(t) =

1
1

cA(0)
+ k∆t

. (A4)

A2 Test 3 - Two-species reaction network

Governing equations480

The two-species reaction network with linear decay is represented schematically in Fig. A2.

Figure A2. Two-species reaction network where transf_A and transf_B are first-order biogeochemical transformations.

The fate of Species A in a two-species reaction network only depends on its own concentration, so the governing equation

is similar to that of the previous case, Eq. A1. However, the fate of Species B depends on the time evolution of concentrations

of both Species A and B. The governing equation becomes

dcB
dt

= kAcA− kBcB . (A5)485

Analytical solutions

The analytical solutions for Species A is the same as in the previous case, which has been derived in Eq. A3. For Species B, to

derive the analytical solution of Eq. A5, we can start by replacing cA(t) in Eq. A5 by its analytical solution obtained previously

in Eq. A3. We obtain

dcB
dt

= kAcA(0)e−kAt− kBcB(t)⇔490

dcB
dt

+ kBcB = kAcA(0)e−kAt. (A6)
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The integrating factor, ekBt, can be used to integrate Eq. A6 by parts (i.e., d(uv) = udv+ vdu). Multiplying Eq. A6 by the

integrating factor, we obtain

dcB
dt

ekBt + kBcB(t)ekBt = kAcA(0)e−kAtekBt⇔
dcB
dt

ekBt + kBcB(t)ekBt = kAcA(0)e(kB−kA)t. (A7)495

Using the general expression for integration by parts and considering that functions u and v are given by u= cB and

v = ekBt, we obtain

d
(
cBe

kBt
)

= cBd
(
ekBt

)
+ ekBtdcB . (A8)

Replacing the derivative of ekBt in Eq. A8, where d
(
ekBt

)
= kBe

kBtdt, leads to

d(uv) = udv+ vdu⇔500

d
(
cBe

kBt
)

= cB
(
kBe

kBtdt
)

+ ekBtdcB , (A9)

or

d

dt

(
cBe

kBt
)

= cBkBe
kBt + ekBt dcB

dt
. (A10)

The right-hand side of Eq. A10 is the same as the left-hand side of Eq. A7, so the same applies to the other side of the

equations. Thus, we can re-write the equations as505

d

dt

(
cBe

kBt
)

= kAcA(0)e(−kAt)ekBt⇔
d

dt

(
cBe

kBt
)

= kAcA(0)e(kB−kA)t⇔

d
(
cBe

kBt
)

= kAcA(0)e(kB−kA)tdt. (A11)

Integrating both sides of the equation, we obtain

t∫

0

d(cBekBt) =

t∫

0

kAcA(0)e(kB−kA)tdt⇔510

cB(t)ekBt =
kAcA(0)
kB − kA

e(kB−kA)t +C ′, (A12)

where C ′ is the integration constant. At t= 0, Eq. A12 can be written as
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cB(0)e0 =
kAcA(0)
kB − kA

e0⇔

C ′ = cB(0)− kAcA(0)
kB − kA

, (A13)

which can be replaced in Eq. A12 to give515

cB(t)ekBt =
kAcA(0)
kB − kA

e(kB−kA)t + cB(0)− kAcA(0)
kB − kA

⇔

cB(t)ekBt =
kAcA(0)
kB − kA

(
e(kB−kA)t− 1

)
+ cB(0)⇔

cB(t) =
kAcA(0)
kB − kA

(
e(kB−kA)t

ekBt
− 1
ekBt

)
+
cB(0)
ekBt

⇔

cB(t) =
kAcA(0)
kB − kA

(
e−kAt− e−kBt

)
+ cB(0)e−kBt. (A14)

A3 Test 4 - Three-species reaction network520

Governing equations

The three-species reaction network with linear decay is represented schematically in Fig. A2.

Figure A3. Three-species reaction network where transf_A, transf_B, and transf_C are first-order biogeochemical transformations.

The governing equations for Species A and B are similar to the previous cases, Eqs. A1 and A5, respectively. The governing

equation for Species C can be written as

dcC
dt

= kBcB − kCcC . (A15)525

Analytical solutions

The analytical solutions for Species A is the same as in the previous case, which has been derived in Eq. A3. Similarly, the

analytical solutions for Species B has been derived in Eqs. A6 through Eq. A14. The analytical solution for Species C can be

derived by first substituting cB(t) in Eq. A15 by Eq. A14 to obtain
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dcC
dt

= kB

(
kAcA(0)
kB − kA

[
e−kAt− e−kBt

]
+ cB(0)e−kBt

)
− kCcC ⇔530

dcC
dt

+ kCcC = kB

(
kAcA(0)
kB − kA

[
e−kAt− e−kBt

]
+ cB(0)e−kBt

)
. (A16)

The integrating factor used in Appendix A2 to enable integration of parts, ekCt, can be used here as well. Multiplying Eq.

A16 by this integrating factor, we obtain

dcC
dt

ekCt + kCcC(t)ekCt = kB

(
kAcA(0)
kB − kA

[
e−kAt− e−kBt

]
+ cB(0)e−kBt

)
ekCt. (A17)

We can use the same expression derived to enable integration by parts in the previous case (Eq. A10) but replacing Species B535

by Species C:
d

dt

(
cCe

kCt

)
= cCkCe

kCt +
dcC
dt

ekCt. Also, similarly to the previous case, the right-hand side of this equation

is the same as the left-hand side of Eq. A17, so the same applies to the other side of the equations. Thus, we can re-write the

equations as

d

dt

(
cCe

kCt

)
= kB

(
kAcA(0)
kB − kA

[
e−kAt− e−kBt

]
+ cB(0)e−kBt

)
ekCt⇔

d
(
cCe

kCt
)

= kB

(
kAcA(0)
kB − kA

[
e−kAt− e−kBt

]
+ cB(0)e−kBt

)
ekCtdt⇔540

d
(
cCe

kCt
)

= kB

(
kAcA(0)
kB − kA

[
e(kC−kA)t− e(kC−kB)t

]
+ cB(0)e(kC−kB)t

)
dt. (A18)

Integrating both sides of the equation, we obtain

t∫

0

d
(
cCe

kCt
)

=

t∫

0

[
kB

(
kAcA(0)
kB − kA

[
e(kC−kA)t− e(kC−kB)t

]
+ cB(0)e(kC−kB)t

)]
⇔

cC(t)ekCt = kB

(
kAcA(0)
kB − kA

[
1

kC − kA
e(kC−kA)t− 1

kC − kB
e(kC−kB)t

]
+

cB(0)
kC − kB

e(kC−kB)t

)
+C ′′, (A19)

where C ′′ is the integration constant. At t= 0, Eq. A19 becomes545
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cC(0)e(kC0) = kB

(
kAcA(0)
kB − kA

[
1

kC − kA
e0− 1

kC − kB
e(kC−kB)0

]
+

cB(0)
kC − kB

e0

)
+C ′′⇔

cC(0)1 = kB

(
kAcA(0)
kB − kA

[
1

kC − kA
1− 1

kC − kB
1
]

+
cB(0)
kC − kB

1

)
+C ′′⇔

C ′′ = cC(0)− kB

(
kAcA(0)
kB − kA

[
1

kC − kA
− 1
kC − kB

]
+

cB(0)
kC − kB

)
, (A20)

which can be replaced in Eq. A19 to give

cC(t)ekCt = kB

(
kAcA(0)
kB − kA

[
1

kC − kA
e(kC−kA)t− 1

kC − kB
e(kC−kB)t

]
+

cB(0)
kC − kB

e(kC−kB)t

)
550

+cC(0)− kB

(
kAcA(0)
kB − kA

[
1

kC − kA
− 1
kC − kB

]
+

cB(0)
kC − kB

)
. (A21)

This can be rearranged to give

cC(t) = kB

(
kAcA(0)
kB − kA

[
1

kC − kA
e−kAt− 1

kC − kB
e−kBt

]
+

cB(0)
kC − kB

e−kBt

)
+ cC(0)e−kCt

−kB

(
kAcA(0)
kB − kA

[
1

kC − kA
− 1
kC − kB

]
+

cB(0)
kC − kB

)
e−kCt, (A22)

and then simplified to555

cC(t) = kB

(
kAcA(0)
kB − kA

[
e−kAt

kC − kA
− e−kBt

kC − kB

]
+
cB(0)e−kBt

kC − kB

)
+ cC(0)e−kCt

−kB

(
kAcA(0)
kB − kA

[
e−kCt

kC − kA
− e−kCt

kC − kB

]
+
cB(0)e−kCt

kC − kB

)
. (A23)

A4 Test 5 - Nitrogen cycle

Governing equations

The simulation of the nitrogen cycle is common in freshwater water quality studies because it allows addressing pollution560

problems related to nutrient excess and eutrophication. Typical conceptual models used for the nitrogen cycle involve several

nitrogen species, such as depicted in Fig. A4. This particular conceptual model is similar to that used in several catchment-scale

models like SWAT (Arnold et al., 2012), HYPE (Lindström et al., 2010), INCA (WHI, 1998), and CRHM-WQ (Costa et al.,

2021) models. The nitrogen-cycle test performed with OpenWQ in this paper is based on this particular conceptual model

because it is a popular one. Yet, it should be noted that OpenWQ was designed to allow flexibly changing it and comparing565

different conceptual models and modelling hypotheses.
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Figure A4. Nitrogen cycle as represented in several popular catchment-scale models. The nitrogen species Nref refers to refractory nitrogen,

Nlab refers to labile nitrogen, DON refers to dissolved organic nitrogen, and DIN refers to dissolved innorganic nitrogen. The transformation

degr refers to degration; diss1 and diss2 refers to dissolution from Nref and Nlab, respectively; min refers to mineralization; denitr refers to

denitrification; and plantup refers to plant uptake.

The governing equations for the different N species are similar to those presented before but need to be re-written here

because they are integrated within a more intricate reaction network that gives rise to more variable dependences; therefore,

requiring new derivations in some cases. The governing equations for Nref, Nlab, DON, and DIN are given by Eqs. A24, A25,

A26, and A27, respectively.570

dcNref

dt
=−(kdegr + kdiss1)cNref, (A24)

dcNlab

dt
= kdegrcNref− (kmin + kdiss1)cNlab, (A25)

dcDON

dt
= kdiss1cNref + kdiss2cNlab, (A26)

dcDIN

dt
= kmincNlab− (kdenit + kplantup)cDIN. (A27)

Analytical solutions575

The derivation of the analytical solutions for the different nitrogen species depends on the positioning of the various species in

the reaction chain.
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1. refractoryN (Nref): The solution is similar to that derived in Eq. A3, which reads as follows when adapted to the specific

N cycle considered here:

cNref(t) = cNref(0)e−(kdegr+kdiss1)t. (A28)580

2. labileN (Nlab): The solution is similar to that derived in Eq. A14, which reads as follows when adapted to the specific

N cycle considered here:

cNlab(t) =
kdegrcNref(0)

kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)
+ cNlab(0)e−(kmin+kdiss2)t. (A29)

3. DON The concentration of DON does not depend on itself, but rather on the evolution of Nref and Nlab. Analytical

solutions suitable for cNref and cNlab have been provided above in Eqs. A28 and A29, respectively. These solutions can585

be substituted into Eq. A26 as follows:

dcDON

dt
= kdiss1cNrefe

−(kdegr+kdiss1)t + kdiss2

[
kdegrcNref

kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)

+ cNlab(0)e−(kmin+kdiss2)t

]
. (A30)

Because this solution is independent of the concentration of DON , it can be integrated in its current state.

dcDON = kdiss1cNrefe
−(kdegr+kdiss1)tdt+ kdiss2

[
kdegrcNref

kmin + kdiss2− kdegrd

(
e−kdegrt− e−(kmin+kdiss2)t

)
590

+cNlab(0)e−(kmin+kdiss2)t

]
dt⇔

cDON(t) =
kdiss1cNref(t)
−(kdegr + kdiss1)

e−(kdegr+kdiss1)t +
kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
e−kdegrt

−kdegr
− e−(kmin+kdiss2)t

−(kmin + kdiss2)

)

+
kdiss2cNlab(0)
−(kmin + kdiss2)

e−(kmin+kdiss2)t +C ′′′. (A31)

Considering that at t= 0, cDON(t) becomes cDON(0), we can determine C ′′′ as

C ′′′ = cDON(0) +
kdiss1cNref(t)
kdegr + kdiss1

− kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
1

−kdegr
− 1
−(kmin + kdiss2)

)
+

kdiss2cNlab(0)
−(kmin + kdiss2)

. (A32)595

Replacing Eq. A32 into Eq. A31 we obtain
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cDON(t) =
kdiss1cNref(t)
−(kdegr + kdiss1)

e−(kdegr+kdiss1)t +
kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
e−kdegrt

−kdegr
− e−(kmin+kdiss2)t

−(kmin + kdiss2)

)

+
kdiss2cNlab(0)
−(kmin + kdiss2)

e−(kmin+kdiss2)t + cDON(0) +
kdiss1cNref(t)
kdegr + kdiss1

− kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
1

−kdegr

− 1
−(kmin + kdiss2)

)
+

kdiss2cNlab(0)
−(kmin + kdiss2)

. (A33)

Eq. A33 can be simplified to obtain600

cDON(t) =−kdiss1cNref(t)
kdegr + kdiss1

e−(kdegr+kdiss1)t +
kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
e(kmin+kdiss2)t

kmin + kdiss2
− e−kdegrt

kdegr

)

−kdiss2cNlab(0)
kmin + kdiss2

e−(kmin+kdiss2)t + cDON(0) +
kdiss1cNref(t)
kdegr + kdiss1

− kdiss2kdegrcNref(t)
kmin + kdiss2− kdegr

(
1

kmin + kdiss2

− 1
kdegr

)
− kdiss2cNlab(0)
kmin + kdiss2

. (A34)

4. DIN

The concentration of cNlab(t) has been derived above in Eq. A29 and can be replaced in Eq. A27 to give605

dcDIN

dt
= kmin

[
kdegrc(Nref,0)

kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)
+ cNlab(0)e−(kmin+kdiss2)t

]

−(kdenit + kplantup)cDIN(t)⇔

dcDIN

dt
=

kminkdegrc(Nref,0)

kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)
+ kmincNlab(0)e−(kmin+kdiss2)t

−(kdenit + kplantup)cDIN . (A35)

The same integrating factor used before, which in this context reads e(kdenit+kplantup)t, can be used here to allow similar610

integration by parts (i.e., d(uv) = udv+ vdu). Multiplying Eq. A35 by the integration factor, we obtain

dcDIN

dt
e(kdenit+kplantup)t + (kdenit + kplantup)cDIN(t)e(kdenit+kplantup)t

=
kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)
e(kdenit+kplantup)t + kmincNlab(0)e−(kmin+kdiss2)te(kdenit+kplantup)t .

(A36)

Now we can use the same expression derived for integration by parts of previous cases (i.e., Eq. A10) and adapt it to

DIN and the respective transformations:
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d

dt

(
cDINe

(kdenit+kplantup)t
)

=
dcDIN

dt
e(kdenit+kplantup)t + (kdenit + kplantup)cDINe

(kdenit+kplantup)t. (A37)615

Similar to previous cases, the right-hand side of this equation is the same as the left-hand side of Eq. A35, so the same

applies to the other side of the equations so that we can re-write the equations as

d

dt

(
cDINe

(kdenit+kplantup)t
)

=
kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e−kdegrt− e−(kmin+kdiss2)t

)
e(kdenit+kplantup)t

+kmincNlab(0)e−(kmin+kdiss2)te(kdenit+kplantup)t⇔

d

(
cDINe

(kdenit+kplantup)t

)
=

[
kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e(kdenit+kplantup−kdegr)t− e(kdenit+kplantup−kmin−kdiss2)t

)
620

+kmincNlab(0)e(kdenit+kplantup−kmin−kdiss2)t

]
dt. (A38)

Now we can integrate the equation with respect to cDIN(t) and t:

∫
d
(
cDINe

(kdenit+kplantup)t
)

=
∫ [

kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e(kdenit+kplantup−kdegr)t− e(kdenit+kplantup−kmin−kdiss2)t

)

+kmincNlab(0)e(kdenit+kplantup−kmin−kdiss2)t

]
dt⇔

cDIN(t)e(kdenit+kplantup)t =
kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e(kdenit+kplantup−kdegr)t

kdenit + kplantup− kdegr
− e(kdenit+kplantup−kmin−kdiss2)t

kdenit + kplantup− kmin− kdiss2

)
625

+kmincNlab(0)
e(kdenit+kplantup−kmin−kdiss2)t

kdenit + kplantup− kmin− kdiss
+C ′′′′. (A39)

Considering that at t= 0, cDIN(t) becomes cDIN(0), we can determine the constant C ′′′′ as follows:

C ′′′′ = cDIN(0)− kminerkdegrcNref(0)
kmin + kdiss2− kdegr

(
1

kdenit + kplantup− kdegr
− 1
kdenit + kplantup− kmin− kdiss2

)

−kminercNlab(0)
1

kdenit + kplantup− kmin− kdiss2
. (A40)

Replacing the integrating constant in Eq. A39 we obtain630
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cDIN(t)e(kdenit+kplantup)t =
kminkdegrcNref(0)
kmin + kdiss2− kdegr

(
e(kdenit+kplantup−kdegr)t

kdenitr + kplantup− kdegr
− e(kdenit+kplantup−kmin−kdiss2)t

kdenit + kplantup− kmin− kdiss2

)

+kmincNlab(0)
e(kdenit+kplantup−kmin−kdiss2)t

kdenit + kplantup− kmin− kdiss2
+ cDIN(0)− kminkdegrcNref(0)

kmin + kdiss2− kdegr

(
1

kdenit + kplantup− kdegr

− 1
kdenit + kplantup− kmin− kdiss2

)
− kmincNlab(0)

1
kdenit + kplantup− kmin− kdiss2

. (A41)

A5 Test 6 - DO-BOD cycle

Governing equation635

Dissolved oxygen (DO) depletion in rivers and lakes is a common consequence of pollution. It typically occurs near discharge

outlets of untreated wastewater and can lead to high levels of organic matter that, during decomposition by aerobic bacteria,

causes a DO sag in the water column. For the purposes of DO dynamics, such organic matter is typically translated into units

of biological oxygen demand (BOD). Fig. A5 depicts the processes involved.

Figure A5. Representation of the transformations involved in the BOD−DO cycle

The governing equation is the well known the Streeter–Phelps model (Streeter and Phelps, 1925). The equation states that640

the total rate of change in oxygen deficit (D) is equal to the difference between the two rates of deoxygenation and reaeration

at any time, and it reads:

dD

dt
= k1Lt− k2D, (A42)

where D is the saturation deficit in g/m3, which can be derived from the dissolved oxygen concentration at saturation minus

the actual dissolved oxygen concentration (D =DOsat−DO); k1 is the deoxygenation rate, usually in d−1; Lt = Lae
−k1t; La645

is the initial oxygen demand of organic matter in the water, also called the ultimate BOD (BOD at time t=∞); and k2 is the

reaeration rate, usually in d−1 . The unit of La is g/m3; k1; Lt is the oxygen demand remaining at time t, and t is the elapsed

time, usually in days.
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Analytical solutions equation

The solution has long been derived by Streeter and Phelps (1925) and it reads650

D =
k1La

k2− k1

(
e−k1t− e−k2t

)
+Dae

−k2t, (A43)

where Da is the initial oxygen deficit [g/m3].

A6 Tests 7 and 8 - Reactive and non-reactive transport with instantaneous point source

Governing equation

These tests were only performed with SUMMA-OpenWQ because OpenWQ’s solute transport modules were only integrated655

in SUMMA-OpenWQ. They were not integrated in CRHM-OpenWQ because CRHM has its own solute transport routines

(Costa et al., 2021). The general governing equation is the 1D diffusion-advection-reaction partial differential equation that is

given by

∂c

∂t
=Dx

∂2c

∂x2
− ν ∂c

∂x
−λc, (A44)

where c is the concentration of the tracer, t is time, Dx is the diffusion coefficient in the flow direction, x is the distance in the660

flow direction, ν is the flow velocity in the x-direction, and λ is a linear reaction term that can be set to zero for non-reactive

tracers. However, this equation has been modified by Wexler (1992) for the scenario of an instantaneous point source, and it

reads:

∂c

∂t
=Dx

∂2c

∂x2
− ν ∂c

∂x
−λc+

Q

n
dtc0δ

(
x−xc

)
δ

(
t− t′c

)
, (A45)

where δ is the Dirac delta (impulse) function, xc is the location of the instantaneous point source, t′c is the time at which the665

instantaneous point source is activated, Q is the fluid injection rate, and n is the aquifer porosity.

Analytical solution

The analytical solution of Eq. A45 has been derived by Bear (1979) considering the following conditions.

1. Boundary conditions (Neumann or second type):

c,∇c= 0, x=±∞ .670

2. Initial conditions:

c(x,t= 0) = 0, −∞< x <∞ at t= 0 .
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The solution reads as follows:

c(x) =
c0Q

4nπγDx
exp

[
ν(x−x0)

2Dx

]
1
t

exp

[
−
( ν2

4Dx

)
τ − (x−xc)2

4Dxτ

]
, (A46)

and can be used for solutes that are non-reactive (Test 7) or reactive (Test 8) by setting λ= 0 in Test 7. The derivation was675

performed assuming (1) fluid with constant density and viscosity, (2) solute subject to first-order chemical transformation, (3)

constant and uniform flow and velocity in the x-direction, and (4) constant longitudinal dispersion coefficient (D). The solution

has a mathematical singularity in the point source region (Abdelaziz et al., 2013) because it takes the form of the exponential

integral when both x−xc approaches zero, hence becoming infinite at τ = 0. However, according to Wexler (1989) the solution

is still valid as long as (x−xc)2 is larger than ν2, as it is the case in our simulation tests.680

A7 Tests 9 and 10 - Reactive and non-reactive transport with continuous point source

Governing equations

Similarly to the previous case, Tests 9 and 10 have only been performed for SUMMA-OpenWQ due to the same reasons. The

governing equation presented above in Eq. A44 is used here, but the derivation of the analytical condition is performed using

different initial conditions and boundary conditions, as detailed below.685

Analytical solution

Wexler (1992) proposes to derive the governing Eq. A44 for a continuous point source using the following conditions:

1. Boundary conditions (Dirichlet or first type):

c,∇c= c0 x= 0,

c,
dc

dx
= 0 x=±∞ .690

2. Initial conditions:

c(x,t= 0) = 0, −∞< x <∞ at t= 0 .

The derivation was performed after modification from Bear (1979) and Genuchten and Alves (1982), and it reads

c(x) =
c0

2

{
exp

[
x

2Dx
(ν−U)

]
erfc

[
x−Ut
2
√
Dxt

]

+ exp
[
x

2Dx
(ν+U)

]
erfc

[
x+Ut

2
√
Dxt

]}
, (A47)695

where c0 is the concentration of the continuous point source, U =
√
ν2 + 4λD and erfc is the complementary error function.

Parameter λ is the first-order reaction rate used for Test 10, which can be set to zero for Test 9.
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