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#### Abstract

Numerical models are a powerful tool for investigating the dynamic processes in the interior of the Earth and other planets, but the reliability and predictive power of these discretized models depends on the numerical method, as well as an accurate representation of material properties in space and time. In the specific context of geodynamic models, particle methods have been applied extensively because of their suitability for advection-dominated processes, and have been used in applications such as tracking the composition of solid rock and melt in the Earth's mantle, fluids in lithospheric- and crustalscale models, light elements in the liquid core, and deformation properties like accumulated finite strain or mineral grain size, along with many applications outside the Earth sciences.

There have been significant benchmarking efforts to measure the accuracy and convergence behavior of particle methods, but these efforts have largely been limited to instantaneous solutions, or time-dependent models without analytical solutions. As a consequence, there is little understanding about the interplay of particle advection errors and errors introduced in the solution of the underlying transient, nonlinear flow equations. To address these limitations, we present two new dynamic benchmarks for transient Stokes flow with analytical solutions that allow us to quantify the accuracy of various advection methods in nonlinear flow. We use these benchmarks to measure the accuracy of our particle algorithm as implemented in the ASPECT geodynamic modeling software against commonly employed field methods and analytical solutions. In particular, we quantify if an algorithm that is higher-order accurate in time will allow for better overall model accuracy and verify that our algorithm reaches its intended optimal convergence rate. We then document that the observed increased accuracy of higherorder algorithms matters for geodynamic applications with an example of modeling small-scale convection underneath an oceanic plate and show that the predicted place and time of onset of small-scale convection depends significantly on the chosen particle advection method.


Descriptions and implementations of our benchmarks are openly available and can be used to verify other advection algorithms. The availability of accurate, scalable and efficient particle methods as part of the widely used open source code ASPECT will allow geodynamicists to accurately investigate more complex time-dependent geodynamic processes, such as elastic deformation, anisotropic fabric development, melt generation and migration, and grain damage.

## 1 Introduction

Numerical models have been a key tool for geoscientists investigating the processes governing plate tectonics and mantle convection. Among the many one could cite, a cross-section of publications include studies of the evolution of mantle heterogeneities over time (Gülcher et al., 2021; Jones et al., 2021), the initiation and evolution of plate boundaries (Baes et al., 2020; Schierjott et al., 2020), the fate of subducted slabs (Grima et al., 2020), plume dynamics (Arnould et al., 2020), the dynamics of microplates (Glerum et al., 2020), and the seismic cycle (Van Zelst et al., 2019). Obviously, the usefulness of such dynamic models relies on the accurate approximation of solutions of the equations that describe the processes under consideration. For geodynamic models of the solid Earth, this usually requires solving the Stokes equations governing the flow, and advection(diffusion) equations governing the transport of thermodynamic properties like temperature or entropy, chemical composition, trace elements, deformation properties like damage, or mineralogical properties like grain size. Established methods for solving the Stokes equations typically treat the fluid as a continuum and are based on the finite-element, finite-difference, and finite-volume methods. In contrast, there is a wide variety of methods for solving the advection equations (Puckett et al., 2018), such as particle methods, continuous or discontinuous field methods, or volume-of-fluid methods.

Over the past years we have developed a flexible, scalable, and efficient particle architecture (Gassmöller et al., 2018) as part of our work developing the Advanced Solver for Planetary Evolution, Convection, and Tectonics (ASPECT, Kronbichler et al., 2012; Heister et al., 2017). This work is open-source, application agnostic, and performs well in modern high-performance computing environments. In particular, it supports advanced computational methods such as an adaptively refined, unstructured, and dynamically changing background mesh, parallelization beyond tens of thousand of compute cores, storing arbitrary particle properties, and complex nonlinear solvers. The underlying particle infrastructure is integrated into the open source finite element software library deal.II (Arndt et al., 2023) and has been used to model geoscientific applications, as well as NavierStokes flow, mixing of granular materials, solid-fluid interaction, and laser metal deposition of metallic particles (Popov and Marchevsky, 2022; Arndt et al., 2020; Golshan et al., 2022; El Geitani et al., 2023; Golshan and Blais, 2022; Murer et al., 2022).

Due to their inherent suitability for modeling advection-dominated problems, different variants of particle methods have become popular in the geodynamic modeling community (van Keken et al., 1997; Tackley and King, 2003; Gerya and Yuen, 2003; Samuel, 2018; Sime et al., 2021). The main advantage of particles in geodynamic applications is that particles advected with the material flow keep their associated material properties; that is, these properties do not diffuse in space as is the case for many field-based methods. It also means that the differential equations for each particle's location are simply ordinary differential equations for which many good solution approaches are available. On the other hand, while errors in particle methods are less apparent than for field methods, they still exist (Tackley and King, 2003; Gassmöller et al., 2019). In particular, previous work has discussed the influence of errors due to interpolating properties from particles to fields (Thielmann et al., 2014), the influence of the divergence of the computed velocity field on particle distributions (Wang et al., 2015; Pusok et al., 2017; Sime et al., 2021), and the advection of particles over time in spatially variable flow (Gassmöller et al., 2019). However, a source of error in particle advection methods that has, to the best of our knowledge, not been systematically discussed is the
error in advecting the particle position in transient, rapidly changing flow. This type of flow is common in geodynamic models of the upper mantle or lithosphere, because employing a visco-plastic or stress-dependent rheology can cause strong nonlinear feedbacks between the current solution and material properties and therefore fast changes over time. While the presence of these errors is known, only few studies systematically investigate its influence on geodynamic applications (Trim et al., 2023a, b). This is largely due to the difficulty of quantifying their influence, as one needs a time-dependent model solution to compare numerical results against, and most currently available benchmarks either rely on instantaneous solutions (Duretz et al., 2011; Zhong, 1996; Zhong et al., 2008; Schmid and Podladchikov, 2003; Kramer et al., 2021), a steady-state solution (Zhong et al., 2008; Gassmöller et al., 2019) or a comparison between several numerical methods without known exact solution (Tackley and King, 2003; van Keken et al., 1997).

In this work, we start with a description of the mathematical problem we would like to solve in Section 2, and then present an analysis of the numerical errors that result from the advection of particles in transient flow (Section 3). We develop new benchmarks for transient flow in a box and spherical shell that have known analytical solutions (Section 4), and use these benchmarks to measure the accuracy of the discussed particle advection methods and quantify their influence on the results of the Stokes equations (Section 5). Finally, we illustrate why focusing on the accuracy of particle methods matters for practical geodynamic applications with a model example of small-scale convection developing underneath oceanic lithosphere (Section 6). We conclude in Section 7. Appendix A contains the derivation of the analytical solution for the spherical shell benchmark, and Appendix B contains a more detailed discussion of some benchmark results that are too specific to be relevant for the main text.

## 2 Governing equations

For the models in this work, we will consider the incompressible Stokes equations using the Boussinesq approximation. They consist of a force balance and a mass continuity equation:

$$
\begin{equation*}
-\nabla \cdot(2 \eta \dot{\varepsilon}(\boldsymbol{u}))+\nabla p=\rho \boldsymbol{g} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\nabla \cdot \boldsymbol{u}=0 \tag{2}
\end{equation*}
$$

where $\boldsymbol{u}=\boldsymbol{u}(\mathbf{x}, t)$ is the velocity, $p=p(\mathbf{x}, t)$ the pressure, $\rho$ the density, $\eta$ the viscosity, and $\boldsymbol{g}$ the gravity. $\dot{\varepsilon}(\boldsymbol{u})=\frac{1}{2}(\nabla \boldsymbol{u}+$ $\nabla \boldsymbol{u}^{T}$ ) denotes the strain rate. The velocity and pressure variables depend on time because the density and viscosity may depend on time through the variables we describe below; in other words, because inertia is absent the equations above describe a time-dependent but instantaneous equilibrium.

To determine the time evolution of the model, we solve advection-diffusion equations of the form
$\frac{D \phi_{c}}{D t}-\nabla \cdot\left(\kappa_{c} \nabla \phi_{c}\right)=\frac{\partial \phi_{c}}{\partial t}+\boldsymbol{u} \cdot \nabla \phi_{c}-\nabla \cdot\left(\kappa_{c} \nabla \phi_{c}\right)=H_{c}$,
where $\phi_{c}=\phi_{c}(\mathbf{x}, t)$ denotes an advected material property, $\kappa_{c}$ its diffusivity, and $H_{c}$ additional source terms. The subscript $c=1, \ldots, N_{c}$ indicates that practical applications may require several advected material properties.

Throughout this paper we focus on problems with negligible diffusion ( $\kappa_{c}=0$ ), which represent for example the advection of the chemical composition of rocks, or the size of grains; particle methods for applications with non-negligible diffusivity and reactions have been described elsewhere (Gerya and Yuen, 2003; Sime et al., 2022). Consequently, instead of equation (3) we will solve:
$\frac{\partial \phi_{c}}{\partial t}+\boldsymbol{u} \cdot \nabla \phi_{c}=H_{c}$.
In Equations (1), (2), and (4), material properties $\eta, \rho$ and source terms $H_{c}$ may depend non-linearly on the solution variables $\boldsymbol{u}, p$, and $\phi_{c}$, resulting in a coupled system of equations.

While for simplicity we use the incompressible Stokes equations, the usefulness of the benchmark models we present below do not rely on this assumption and will be transferable to compressible models. In fact, an accurate solution to the advection equation may matter more in compressible models, because they often contain more coupled terms, such as shear heating (depending on the strain rate), the pressure dependence of the density, and additional processes like phase transitions caused by pressure or temperature changes.

## 3 Numerical methodology

We have discussed the numerical methods for most steps of our particle algorithm (Gassmöller et al., 2018, 2019) and Stokes solver (Kronbichler et al., 2012; Heister et al., 2017) in earlier work and refer there for details on the finite-element method, time stepping algorithm, particle generation, advection, and interpolation from particles to grid. Here we will extend this earlier work by developing transient solutions, and focus on how the temporal accuracy of advection methods controls the overall accuracy of a coupled geodynamic model.

### 3.1 Particle advection

In particle methods, the values of fields $\phi_{c}$ are approximated by advecting particles that carry these field value as "properties". Particles move with the velocity $\mathbf{u}(\mathbf{x}, t)$ that results from solving the Stokes equations (1)-(2)), and the properties carried by a particle evolve based on the right hand side $H_{c}$ in (4). In other words, the solution of the partial differential equation (4) is approximated by solving an ordinary differential equation (ODE) tracking the position $\mathbf{x}_{j}=\mathbf{x}_{j}(t)$ for each particle $j$, and a separate ODE tracking the evolution of the properties carried by the particle:

$$
\begin{align*}
\frac{d}{d t} \mathbf{x}_{j}(t) & =\mathbf{u}\left(\mathbf{x}_{j}(t), t\right)  \tag{5}\\
\frac{d}{d t} \phi_{c, j}(t) & =H_{c}\left(\mathbf{x}_{j}(t), t, \phi_{c, j}(t)\right) \tag{6}
\end{align*}
$$

In practice, the exact velocity $\mathbf{u}(\mathbf{x}, t)$ is not available, but only a numerical approximation in space $\mathbf{u}_{h}(\mathbf{x}, t)$ to $\mathbf{u}(\mathbf{x}, t)$. Furthermore, this approximation is only available at discrete time steps, $\mathbf{u}_{h}^{n}(\mathbf{x})=\mathbf{u}_{h}\left(\mathbf{x}, t^{n}\right)$ and it needs to be interpolated between time steps if the advection algorithm for integrating (5) requires one or more evaluations at intermediate times between
$t^{n}$ and $t^{n+1}$. If we denote this interpolation in time by $\tilde{\mathbf{u}}_{h}(\mathbf{x}, t)$ where $\tilde{\mathbf{u}}_{h}\left(\mathbf{x}, t^{n}\right)=\mathbf{u}_{h}^{n}(\mathbf{x})$, then the equation the differential equation solver really tries to solve is
$\frac{d}{d t} \tilde{\mathbf{x}}_{j}(t)=\tilde{\mathbf{u}}_{h}\left(\mathbf{x}_{j}(t), t\right)$,
where $\tilde{\mathbf{x}}_{j}(t)$ is the exact solution of this equation using the "wrong" velocity field; if $\tilde{\mathbf{u}}_{h}$ is a good approximation to $\boldsymbol{u}$, then we hope that $\tilde{\mathbf{x}}(t)$ is a good approximation of $\mathbf{x}(t)$. In practice, however, we can not even compute $\tilde{\mathbf{x}}(t)$, but need to further approximate it via time stepping.

### 3.2 Convergence of particle advection methods

The total error in computed particle positions contains contributions due to the inexactly known velocity field discussed in the previous subsection, as well as the error introduced by time stepping the ODEs describing particle position and properties. If we denote by $\tilde{\mathbf{x}}_{j, h}(t)$ the numerical approximation to the solution of (7), then the error at some time $t$ will typically satisfy a relationship like

$$
\begin{equation*}
\left\|\tilde{\mathbf{x}}_{j, h}(t)-\tilde{\mathbf{x}}_{j}(t)\right\| \leq C(t) \Delta t_{\mathrm{p}}^{q} \tag{8}
\end{equation*}
$$

where $\Delta t_{\mathrm{p}}$ is the time step used by the ODE solver, which is often an integer fraction of the time step $\Delta t_{\mathbf{u}}$ used to advance the velocity field $\mathbf{u}$. In our application we will choose $\Delta t_{\mathrm{p}}=\Delta t_{\mathbf{u}} \cdot q$ is the convergence order of the method, and $C(t)$ is a (generally unknown) constant that depends on the end time $t$ at which one compares the solutions as well as on $\tilde{\mathbf{u}}$. We want to compare this computed solution against "exact" trajectories using the exact velocity as in (5), and then assess the error as $\left\|\mathbf{x}_{j}(t)-\tilde{\mathbf{x}}_{j, h}(t)\right\|$. This quantity will, in the best case, only satisfy an estimate of the form

$$
\begin{aligned}
\left\|\tilde{\mathbf{x}}_{j, h}(t)-\mathbf{x}_{j}(t)\right\| & =\left\|\left(\tilde{\mathbf{x}}_{j, h}(t)-\tilde{\mathbf{x}}_{j}(t)\right)+\left(\tilde{\mathbf{x}}_{j}(t)-\mathbf{x}_{j}(t)\right)\right\| \\
& \leq\left\|\tilde{\mathbf{x}}_{j, h}(t)-\tilde{\mathbf{x}}_{j}(t)\right\|+\left\|\tilde{\mathbf{x}}_{j}(t)-\mathbf{x}_{j}(t)\right\| \\
& \leq C_{1}(t) \Delta t_{\mathrm{p}}^{q}+C_{2}(t)\left\|\mathbf{u}-\mathbf{u}_{h}\right\|+C_{3}(t)\left\|\mathbf{u}_{h}-\tilde{\mathbf{u}}_{h}\right\|
\end{aligned}
$$

with appropriately chosen norms for the second and third term, which represent how accurately the flow field itself is discretized in space and time. All of these terms can converge to zero at different rates with the mesh size $h$ and the time step size $\Delta t$; as a consequence, each of these terms may be the limiting factor for the overall accuracy of the ODE integrator.

### 3.3 Common particle integrators

Given these considerations, and given that ODE integrators require the expensive step of evaluating the velocity field $\tilde{\mathbf{u}}_{h}$ at arbitrary points in time and space, choosing a simpler, less accurate scheme can significantly reduce the computation time. In our work, we have implemented the Forward Euler, Runge-Kutta 2 (RK2) and Runge-Kutta 4 (RK4) schemes (Hairer and Wanner, 1991; Gassmöller et al., 2018), although many other methods are available and have been used in geodynamic applications. We will briefly discuss our selected methods below and will then limit ourselves to a discussion of two different variants of the RK2 integrator, which is sufficient to support our conclusions.

For simplicity, we will omit the particle index $j$ from formulas in the remainder of this section and will assume that the ODE and PDE time steps $\Delta t_{p}, \Delta t_{\mathbf{u}}$ are equal. We will therefore simply denote them as $\Delta t$. This is often the case in practice because the velocity field is typically computed with a method that requires a Courant-Friedrichs-Lewy (CFL) number around or smaller than one, implying that particles move no more than by one cell diameter per (PDE) time step. In such cases, even explicit time integrators for particle trajectories can be used without leading to instabilities, and all of the methods below fall in this category. The formulas in the remainder of this section are, however, obvious to generalize to cases where $\Delta t_{p}<\Delta t_{\mathbf{u}}$. We will also assume in the following that we have already solved the velocity field up to time $t^{n+1}$ and are now updating particle locations from $\mathrm{x}^{n}$ to $\mathrm{x}^{n+1}$. In cases where one wants to solve for particle locations before updating the velocity field, $\tilde{\mathbf{u}}_{h}$ can be extrapolated beyond $t^{n}$ from previous time steps, or particle advection and velocity computation could be iterated in a nonlinear solver scheme.

In the following, let us briefly describe some of the common time stepping algorithms, including those we use in this work.

1. Forward Euler (FE): The simplest method often used is the forward Euler scheme,

$$
\tilde{\mathbf{x}}^{n+1}=\tilde{\mathbf{x}}^{n}+\Delta t \tilde{\mathbf{u}}_{h}\left(t^{n}, \tilde{\mathbf{x}}^{n}\right)
$$

It is only of first order (that is, the exponent in (8) is $q=1$ ), but cheap to evaluate because it only requires evaluating the velocity solution at an already-computed time point.
2. Runge-Kutta second order (RK2): Accuracy and stability can be improved by using a second order Runge-Kutta scheme. The new particle position is computed as

$$
\begin{aligned}
\mathbf{k}_{1} & =\frac{\Delta t}{2} \tilde{\mathbf{u}}_{h}\left(t^{n}, \tilde{\mathbf{x}}^{n}\right) \\
\tilde{\mathbf{x}}^{n+1} & =\mathbf{x}^{n}+\Delta t \tilde{\mathbf{u}}_{h}\left(t^{n}+\frac{\Delta t}{2}, \tilde{\mathbf{x}}^{n}+\frac{\mathbf{k}_{1}}{2}\right) .
\end{aligned}
$$

This method is second order (that is, $q=2$ in (8)) but requires evaluating the computed velocity at a time point intermediate between (velocity) time steps.
3. Runge-Kutta second-order space, first-order time (RK2FOT): In practice many geodynamic modeling packages only store a single velocity solution at a time, which prevents the interpolation of the velocity field at $t^{n}+\frac{\Delta t}{2}$ used in RK2 from adjacent solutions at $t^{n}$ and $t^{n+1}$. However, reasonable accuracy can still often achieved when ignoring the time dependence of the velocity (Gerya and Yuen, 2003; McNamara and Zhong, 2004). We here implement such an advection scheme as a modification to RK2, in which the new particle position is computed as

$$
\begin{aligned}
\mathbf{k}_{1} & =\frac{\Delta t}{2} \tilde{\mathbf{u}}_{h}\left(t^{n}, \tilde{\mathbf{x}}^{n}\right), \\
\tilde{\mathbf{x}}^{n+1} & =\tilde{\mathbf{x}}^{n}+\Delta t \tilde{\mathbf{u}}_{h}\left(t^{n}, \tilde{\mathbf{x}}^{n}+\frac{\mathbf{k}_{1}}{2}\right) .
\end{aligned}
$$

Note how, compared to the RK2 scheme, the velocity is evaluated at $t^{n}$ instead of $t^{n}+\frac{\Delta t}{2}$.
4. Runge-Kutta fourth order (RK4): A further improvement of particle advection can be achieved by a fourth order RungeKutta scheme that computes the new position as

$$
\begin{aligned}
\mathbf{k}_{1} & =\Delta t \tilde{\mathbf{u}}_{h}\left(t^{n}, \tilde{\mathbf{x}}^{n}\right) \\
\mathbf{k}_{2} & =\frac{\Delta t}{2} \tilde{\mathbf{u}}_{h}\left(t^{n}+\frac{\Delta t}{2}, \tilde{\mathbf{x}}^{n}+\frac{\mathbf{k}_{1}}{2}\right) \\
\mathbf{k}_{3} & =\frac{\Delta t}{2} \tilde{\mathbf{u}}_{h}\left(t^{n}+\frac{\Delta t}{2}, \tilde{\mathbf{x}}^{n}+\frac{\mathbf{k}_{2}}{2}\right) \\
\mathbf{k}_{4} & =\Delta t \tilde{\mathbf{u}}_{h}\left(t^{n+1}, \tilde{\mathbf{x}}^{n}+\mathbf{k}_{3}\right) \\
\tilde{\mathbf{x}}^{n+1} & =\tilde{\mathbf{x}}^{n}+\frac{1}{6} \mathbf{k}_{1}+\frac{1}{3} \mathbf{k}_{2}+\frac{1}{3} \mathbf{k}_{3}+\frac{1}{6} \mathbf{k}_{4}
\end{aligned}
$$

The primary expense in all of the methods above is the evaluation of the velocity field $\mathbf{u}_{h}^{n}$ and $\mathbf{u}_{h}^{n+1}$ at arbitrary positions $\mathbf{x}$. Given that the velocity fields $\mathbf{u}_{h}$ we consider here are often finite element fields defined with shape functions whose values are determined by mapping a reference cell $\hat{K}$ to each cell $K$ using a transformation $\mathbf{x}=\Phi_{K}(\hat{\mathbf{x}})$, the evaluation at arbitrary points requires the inversion of $\Phi_{K}$, which is an expensive operation for nonlinear mappings such as those used in deformed or curved geometries.

### 3.4 Particle integrators used in the benchmarks

Based on our earlier work measuring the convergence properties of the integrators described above in analytically known flow (Gassmöller et al., 2018, supp. information) we expect FE and RK2FOT to converge with first order (in $\Delta t$ ) in time variable flow, while RK2 and RK4 are expected to converge with second order in time. RK2FOT is limited from reaching the potential of RK2 by the use of only a single velocity solution in time, and RK4 in our specific implementation (though not in general) is limited by only storing two velocity solutions, which only allows for a linear extrapolation from $t^{n}$ to $t^{n}+\frac{\Delta t}{2}$ and $t^{n+1}$. Therefore, while there are valid reasons to choose either FE or RK4, we will limit our benchmark results to RK2 and RK2FOT, because we expect them to illustrate the significant difference between algorithms that are first- or second-order accurate in time.

## 4 Deriving transient benchmark solutions

For our benchmarks we want to reduce the coupling between (1)-(2) and (4) to a minimum in order to precisely measure the influence of exactly one coupled property. This step also simplifies the construction of the benchmarks. Therefore, we focus on problems with constant viscosity $(\eta=1)$, and no source terms $\left(H_{c}=0\right)$. The advected material property $\phi_{c}$ we consider here
is the density $\rho$. The final set of equations for our benchmarks will therefore be:

$$
\begin{align*}
-\nabla \cdot(2 \dot{\varepsilon}(\boldsymbol{u}))+\nabla p & =\rho \boldsymbol{g},  \tag{9}\\
\nabla \cdot \boldsymbol{u} & =0,  \tag{10}\\
\frac{\partial \rho}{\partial t}+\boldsymbol{u} \cdot \nabla \rho & =0 . \tag{11}
\end{align*}
$$

The set of benchmarks we will consider is an extension of previously published benchmarks (Gassmöller et al., 2019). In order to explain the extensions to transient flow, we will here briefly revisit our approach to derive steady flow fields. In our earlier work we have considered incompressible flow fields $\boldsymbol{u}$ that were derived based on a known and time-independent stream function $\Psi$. Under the assumption that viscosity is known and constant, and that boundary conditions are chosen to match the desired solution, this allowed us to compute right-hand side terms to Equation (9) that satisfied the set of equations and therefore created an analytical benchmark for the whole system of equations. However, this only guarantees a consistent solution for the distribution of the density $\rho$ at the current instant in time. It is therefore only an instantaneous benchmark solution. In order to create a steady-state flow field - defined as a velocity field $\boldsymbol{u}$ that does not change over time - the right-hand side driving force needs to stay constant over time. In other words the advected property $\rho$ needs to be chosen in such a way that when it is advected with the flow field $\boldsymbol{u}$, the right-hand side $\rho \boldsymbol{g}$ does not change over time. In order to find such a density distribution, we can make use of the definition of the streamline, which are lines of constant $\Psi$. If $\Psi$ is independent of time, any property advected with the flow will be advected along the streamlines. Thus, if $\rho$ is constant along the streamlines, the right-hand-side $\rho \boldsymbol{g}$ will not change even if $\rho$ is advected with the flow. Choosing $\rho=\Psi$ is therefore an easy approach to guarantee a steady-state flow field.

The benchmarks below extend these steady-state models with a nonlinear time-dependence, which will test how much error the chosen advection scheme accumulates over time when the velocity changes. In order to derive such solutions, we make use of the fact that we can superimpose two independent flow fields. In addition to a steady flow based on a stream function $\Psi$ we add a time-dependent velocity that has two special properties: First, we ensure that this second flow field is purely forced by the boundary conditions instead of internal density forces. This choice opens up control over the exact velocity over time. It also implies that we do not have to modify the density distribution to add this second flow field, i.e., the density is still a function of the steady-state stream function $\Psi$. Second, we will choose the time-variable flow field to be in the nullspace of the Stokes operator, e.g., solid-body rotational flow in a spherical shell and translational flow in a box geometry. This ensures that the resulting modification only affects the velocity solution (but not the pressure), and can be interpreted as a (time-dependent) coordinate transformation of a steady flow. We will consider one case in a two-dimensional spherical shell, and one case in a two-dimensional box geometry and will discuss the specific flow fields in the following subsections.

### 4.1 A benchmark for a 2D spherical shell

Extending our previously published spherical benchmark (Gassmöller et al., 2019) seems to be straightforward by adding a time-dependent solid body rotation to the existing solution. However, because our earlier solution is already a purely rotational flow an additional time-dependent rotation does not create a transient solution for the density, and thus does not allow to


Figure 1. Solution of a transient spherical shell benchmark. Top left: The density field of the benchmark at $t=0$. Top right: Velocity solution at $t=0$. Bottom row: Initial $(t=0)$ and later $(t=2.6)$ particle distributions after almost two full rotations of the model. Particles are colored based on a unique index given to each particle at the beginning.
intuitively measure the accuracy of the combined particle-finite-element algorithm. In other words an error of the particle position along the streamline because of the time-variability of the flow would not change the density distribution and therefore would not translate into an error in the Stokes solution. We therefore use a different approach whose detailed derivation is given in Appendix A. It is important to note that while the benchmark is derived in polar coordinates, it is implemented in Cartesian coordinates in our code.

As described, we start from an instantaneous solution for Stokes flow in a spherical shell and add a time-dependent rotational flow that is enfored using the boundary conditions. Our final benchmark solution is

$$
\begin{align*}
v_{r}(r, \theta, t) & =g(r) k \sin (k(\theta-\tau(t))),  \tag{12}\\
v_{\theta}(r, \theta, t) & =f(r) \cos (k(\theta-\tau(t)))+r \omega(t),  \tag{13}\\
p(r, \theta, t) & =k h(r) \sin (k(\theta-\tau(t))),  \tag{14}\\
\rho(r, \theta, t) & =-\left(\frac{A}{2} r^{2}+B \ln (r)-1\right) \cos (k(\theta-\tau(t))), \\
g_{r}(r, \theta, t) & =m(r) k \frac{\sin (k(\theta-\tau(t)))}{\rho(r, \theta, t)}, \\
g_{\theta} & =0
\end{align*}
$$ and analytically known rotational flow of the whole model.

### 4.2 A benchmark for a 2D box geometry

The modification to the solution of the box benchmark of (Gassmöller et al., 2018) is analogous to the spherical shell case, but we can build directly on our earlier model setup. We can add a solid body translation to our earlier solution, and with proper periodic boundary conditions this allows us to define a known, transient solution to the incompressible Stokes equations. The translation of the solution as well as the periodic boundary conditions also represent the main difference between our benchmark solution and the one presented in (Trim et al., 2023a), which uses a steady-state flow with a time-dependent velocity amplitude.

As in the spherical case, we start by modifying the velocity in the $x$-direction to
$v_{x}(x, y, t)=v_{x}(x-\tau(t), y)+\omega(t)$.

Since the solid body translation $\omega$ is in the nullspace of the Stokes equation, it does not modify the solution except for a coordinate transformation $x \rightarrow x-\tau(t)$ by a phase shift $\tau(t)$,
$\tau(t)=\int_{0}^{t} \omega(s) d s$.


Figure 2. Solution of a transient box benchmark with known analytic solution. Top left: The density field of the benchmark. Top right: Velocity solution. Bottom row: Particle distributions at model start $(t=0)$ and at $t=0.5$. Particles are colored as in Fig. 1 .

As for the spherical case described above, we will use a nonlinear choice for $\omega(t)$, namely $\omega(t)=e^{t}$, and the phase shift $\tau$ is computed as before.

Thus, the transient solution of the benchmark - shown in Fig. 2 - is:
$v_{x}(x, y, t)=\sin (\pi(x-\tau(t)) \cos (\pi y)+\omega(t)$,
$v_{y}(x, y, t)=-\cos (\pi(x-\tau(t)) \sin (\pi y)$,
$p(x, y, t)=2 \pi \cos (\pi(x-\tau(t)) \cos (\pi y)$,
$\rho(x, y, t)=\sin (\pi(x-\tau(t)) \sin (\pi y)$,
$g_{x}(x, y, t)=0$,
$g_{y}(x, y, t)=-4 \pi^{2} \frac{\cos (\pi(x-\tau(t)) \sin (\pi y)}{\rho(x, y, t)}$.

### 4.3 How we use these benchmarks in our particle advection algorithms

Adding time dependence to the benchmarks modifies the numerical solution and the accumulated error in distinct ways, depending on which advection method we choose. Here we will consider five cases:
(1) We obtain a computed solution by using the exact density $\rho(x, y, t)$ defined in (15) and (23). This solution will act as our baseline benchmark, illustrating the optimal convergence rate for the Stokes solver we used.
(2) We use the (interpolated) exact density as an initial condition for the density advection equation (11), whose solution we then approximate using discontinuous, piecewise quadratic $\left(D G Q_{2}\right)$ finite elements with a penalty method as described in He et al. (2016).
(3) As (2), but we use continuous, piecewise quadratic $\left(Q_{2}\right)$ finite elements and an entropy viscosity stabilization technique (Guermond et al., 2011; Kronbichler et al., 2012). This is the default choice in ASPECT. In both (2) and (3) we use a BDF2 time-stepping algorithm that is second-order accurate in time to solve the advection equation (4) for the properties $\phi_{c}$ (here: the density).
(4) We use the exact density as the initial condition for particles whose position we advect using a second-order accurate Runge-Kutta (RK2) algorithm. Where we need the density for the solution of the Stokes equations, we interpolate properties from particles onto a $D G Q_{2}$ discontinuous finite element field and evaluate that at quadrature points as necessary.
(5) As (4), but we use RK2FOT as described in Section 3.3.

In order to limit ourselves to examining the accuracy in time of these five benchmark series, we will only consider a single combination of Stokes finite-element and particle interpolation algorithm in this manuscript. We will use a $Q_{2} \times Q_{1}$ Stokes element, and a linear least-squares particle interpolation algorithm with initially 64 particles per cell. We have described the influence of these choices in earlier work (Gassmöller et al., 2019).

## 5 Numerical evaluation of particle schemes

In the following, let us use the benchmarks derived above for the numerical evaluation of particle schemes.

### 5.1 Spherical shell benchmark

Fig. 3 presents the $L_{2}$-error norm of velocity, pressure, and density for the spherical annulus benchmark at a fixed time as a function of mesh resolution (left column), and at a fixed resolution as a function of time (right column).

The left column illustrates that all advection methods but RK2FOT reach second order convergence for the density with increasing resolution (bottom left panel). As expected RK2FOT is limited by the available time information and only reaches first order convergence. An additional detail is that the field methods ( $Q_{2}$ and $D G Q_{2}$ ) have a larger error constant than the particle method (RK2), even for the same convergence rate. We will revisit the source of this error constant when discussing the error accumulation over time. Starting at moderate resolutions (around $h=\frac{1}{16}$ ) the RK2FOT model only reaches a first order convergence rate in velocity, while $Q_{2}$ and $D G Q_{2}$ reach second-order and RK2 even maintains a third-order convergence rate up to very fine resolutions. This result is important, because it illustrates that particles do not uniformly generate smaller errors than field methods, but can indeed generate larger errors if their advection method is too simple and therefore inaccurate.

Analyzing the error evolution over time (the right column of Fig. 3) illustrates further differences between field and particle methods. Velocity and pressure errors reveal that RK2FOT accumulates the largest errors over time as expected, followed by $Q_{2}$ and $D G Q_{2}$. RK2 accumulates the smallest errors. However, the density error norm shows distinct differences between the methods. While RK2 and RK2FOT start off at the same error value, and RK2 almost maintains this error over the evolution of the model, the error of RK2FOT increases significantly over time. The rate of increase in the RK2FOT scheme changes
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Figure 3. Transient spherical annulus benchmark. Left: $L_{2}$ error norms of velocity (top row), pressure (middle row), and density (bottom row) for different cell sizes $h$ at time $t=\ln (1+4 \pi) \approx 2.6075$. Different colors and marker styles show different advection methods; gray lines show ideal first, second, and third order convergence. Note that the line for an exact (benchmark) density overlaps with the RK2 line. Right: $L_{2}$ error norms of velocity (top row), pressure (middle row), and density (bottom row) over time for resolution $h=1 / 128$. Colors as in left column, and the exact benchmark density line is hidden behind the RK2 case. For more details on the distinction between the RK2 case and the benchmark density case see the appendix.
towards the end of the model run. We show in Appendix B that this slowdown is related to the periodicity of our benchmark solution. The field methods $Q_{2}$ and $D G Q_{2}$ behave distinctly different. $D G Q_{2}$ starts at a much smaller error value than all other methods, but accumulates significant errors towards the end of the model run. $Q_{2}$ already starts at a significantly larger error value than all other methods. This is likely related to the fact that the used entropy viscosity method falls back to a first-order stabilization scheme for the first time step, which introduces a large amount of numerical diffusion at the model start (and only then). The overall shape of these curves is due to properties of the exact solution, not the method used, but is not of interest to us here.

Summarizing these findings, low-order particle methods show larger errors than the tested field methods, while higherorder particle methods outperform the field methods in our benchmark both with increasing resolution and with increasing model time. Therefore, whenever the other error sources of the solution are sufficiently small (i.e., if the Stokes element and time-stepping scheme allows for higher order accuracy) a higher order particle scheme can significantly enhance the accuracy of the solution. This is even true considering the higher cost of higher-order schemes. Generally, higher order schemes are more computationally expensive than lower order schemes both in number of operations and required memory. However, their higher cost is generally independent of resolution. For example RK2 requires approximately $2 \times$ the computations that RK2FOT requires and the same amount of memory, independent of mesh size. Considering that higher-order schemes are orders of magnitude more accurate and converge faster towards the true solution, their benefits become more apparent the higher the model resolution and the larger the model end time. Therefore they are beneficial as long as the other numerical algorithms reach the same accuracy.

### 5.2 Box benchmark

The box benchmark results follow a similar pattern for the dependence of errors on the methods used, see Fig. 4. First, the solution using the analytical density solution produces a third-order convergence in velocity and second-order in pressure, which proves that the Stokes elements reach their optimal convergence order when given accurate density distributions. Second, and confirming theoretical predictions, the RK2 first-order time (RK2FOT) advection method creates a first order accurate approximation for the density, which also generates a first-order accurate pressure and velocity solution, therefore significantly limiting the potential accuracy of the Stokes elements. All other advection methods reach second-order convergence as predicted by their derivations, however with significant differences in the absolute error norm. For all solution variables, particles advected using a full RK2 scheme reach about a one order of magnitude lower error norm at the end time than the $Q_{2}$ and $D G Q_{2}$ finite-element methods, a value that depends on the chosen end time (compare right column of Fig. 4 and next paragraph). One feature to note is that the velocity error of the RK2 particle advection method starts with a third-order convergence rate at low resolutions and transitions to a second-order convergence rate for higher resolutions (top left panel of Fig. 4, red line with triangles). We assume that this transition is caused by a shift in the dominant error source: At large $h$ the spatial error in the solution dominates, which is consistent with the observation that the particle solution (red line, triangles in bottom left panel of Fig. 4) is very close to the analytical density solution (blue line, circles) and converges with third order. At smaller $h$ the spatial error reduces significantly, leaving the time error, which converges at second-order, as the remaining dominant source
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Figure 4. Transient box benchmark. Left: $L_{2}$ error norms of velocity (top row), pressure (middle row), and density (bottom row) for different cell sizes $h$ at time $t=\ln (1+2) \approx 1.0986$. Different colors and marker styles show different advection methods; gray lines show ideal first, second and third order convergence. Right: $L_{2}$ error norms of velocity (top row), pressure (middle row), and density (bottom row) as a function of time for resolution $h=1 / 128$.
of velocity error. We observed such a transition in the dominant error source already in our earlier work (Gassmöller et al., 2019).

When evaluating the error norms of the solution as a function of time for a fixed resolution (right column of Fig. 4), we can gain additional insight into the properties of the advection methods. While it is obvious that the RK2FOT methods remains the most inaccurate method at a sufficiently large time, this comparison also makes clear that it shares the same error value as RK2 at the start of the model, which is lower than the $Q_{2}$ and $D G Q_{2}$ methods. This is because the error in the first time step is dominated by the accuracy of the spatial approximation of the density. This also means that in benchmarks that are instantaneous or very short, the RK2FOT method will perform at nearly the same accuracy as the RK2 method, leading to misleading conclusions about its accuracy and suitability for time-dependent geodynamic models. Both $Q_{2}$ and $D G Q_{2}$ methods start at significantly larger errors in velocity and pressure, but accumulate less error over time than RK2FOT, although more than RK2.

For our conclusion it is important to note that even though both particle methods start with a significantly smaller error than finite-element advection methods, the first order accuracy of the RK2FOT scheme produces significantly larger errors and that this effect becomes more pronounced with increasing resolution and increasing model runtime. We conclude similar to the spherical shell case that higher order particle advection schemes outperform low order schemes in overall model accuracy, even considering their higher computational cost, as long as the Stokes solution can reach the same high accuracy of the particle method.

## 6 Application: Evolution of the mineral grain size below oceanic lithosphere

Above we have illustrated the influence of algorithmic choices on the accuracy of benchmark results. However, this does not by itself justify the increased cost of such an algorithm in practical models: Perhaps, in typical geodynamic applications, the error due to a low-order time approximation is negligible compared to other error sources and therefore a simple advection method would be sufficient. In the following, we use an application model to show that the higher accuracy is indeed important and can influence first-order outcomes and the interpretation of a geodynamic study.

In order to illustrate this point, we use an example where the property carried on the particles (the grain size $d$ ) nonlinearly influences the material properties (the viscosity $\eta$ ) and the corresponding solution of the equations. Our model setup (Fig. 5, top) consists of the oceanic lithosphere and asthenosphere, down to a depth of 410 km , moving away from a spreading center at the top left corner of the model and horizontally extending to a distance of 4000 km from the ridge. The plate speed is prescribed in horizontal direction to $5 \mathrm{~cm} / \mathrm{yr}$ at the top, and right (outflow) boundary and linearly decreases with depth starting at 100 km towards $0 \mathrm{~cm} / \mathrm{yr}$ at the bottom of the model; the left (ridge axis) boundary of the model is closed and stress-free (free-slip). The vertical velocity component is not prescribed at the bottom and right boundary, instead a depth-dependent hydrostatic pressure profile that is computed at the model start and is constant in time is prescribed. Therefore, material can flow in beneath the ridge axis and leaves the model either through the bottom or the right boundary. The initial temperature follows an adiabatic profile with a potential temperature of 1623 K , and a half-space cooling profile close to the top boundary


RK2 Distance: 1940 km - Age: 39 Myr


Figure 5. Top: Setup of the application model. Background colors illustrate temperature, black solid lines are streamlines. Arrows indicate velocity. Center and bottom: Grain size at the end of the model run after 200 million years, in a model that uses the second-order in time Runge-Kutta scheme (center), and the first-order in time Runge-Kutta scheme (bottom).
with an age consistent with the plate velocity. The initial temperature also includes a small ( $r=10 \mathrm{~km}$ ) thermal perturbation at the ridge axis to support the onset of spreading. The initial grain size is set to $d=5 \mathrm{~mm}$, and also includes a small ( $r=30 \mathrm{~km}$ ) anomaly close to the ridge axis. Since the temperature is prescribed at the top boundary, the plate is cooling conductively over time until small-scale convection sets in at the base of the plate.

In this model, we use particles to carry information about the mineral grain size $d$, which influences the viscosity nonlinearly as
$\eta_{\text {diff }}=\frac{1}{2} A_{\text {diff }}^{-1} d^{m} \exp \left(\frac{E_{\text {diff }}+P V_{\text {diff }}}{R T}\right)$,
$\eta_{\text {dis }}=\frac{1}{2} A_{\mathrm{dis}}^{-\frac{1}{n}} \frac{\frac{1-n}{\dot{\varepsilon}}}{\mathrm{dis}, \text { II }} \exp \left(\frac{E_{\mathrm{dis}}+P V_{\mathrm{dis}}}{n R T}\right)$,
resulting in an effective viscosity of
$\eta_{\text {eff }}=\frac{\eta_{\text {diff }} \eta_{\text {dis }}}{\eta_{\text {diff }}+\eta_{\text {dis }}}$.
Here, $\eta_{\text {diff }}, \eta_{\text {dis }}$, and $\eta_{\text {eff }}$ are the diffusion, dislocation and effective viscosity, respectively. $A_{\text {diff }}=5 \times 10^{-15} \mathrm{~m} / \mathrm{Pa} / \mathrm{s}$ and $A_{\text {dis }}=10^{-15} \mathrm{~Pa}^{-3.5} / \mathrm{s}$ are diffusion and dislocation creep prefactors, $E_{\text {diff }}=375 \mathrm{~kJ} / \mathrm{mol}$ and $E_{\text {dis }}=530 \mathrm{~kJ} / \mathrm{mol}$ the activation
energy for diffusion and dislocation creep, $V_{\text {diff }}=4 \times 10^{-6} \mathrm{~m}^{3} / \mathrm{mol}$ and $V_{\mathrm{dis}}=1.4 \times 10^{-5} \mathrm{~m}^{3} / \mathrm{mol}$ the respective activation volumes; $R$ the universal gas constant, $P$ the pressure, $T$ the temperature, $m=3$ the grain size exponent of diffusion creep, $\varepsilon_{\text {dis,II }}$ the square-root of the second moment invariant of the dislocation strain rate, and $n=3.5$ the dislocation creep strain rate exponent. We limit the viscosity computed in (28) to be between $10^{16}$ and $10^{23} \mathrm{~Pa} \mathrm{~s}$.

In addition, particles are not just advected, but both the temperature and the strain rate in the model influence the evolution of the grain size. For a single particle moving along the flow field, we describe this evolution via the equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} d(t)=p_{g}^{-1} d^{1-p_{g}} k_{g} \exp \left(-\frac{E_{g}+P V_{g}}{R T}\right)-4 \dot{\varepsilon}_{\mathrm{II}} \dot{\varepsilon}_{\mathrm{dis}, \mathrm{II}} \eta_{\mathrm{eff}} \frac{\lambda d^{2}}{c \gamma} \tag{29}
\end{equation*}
$$

which implies that the grain size field $d(\mathbf{x}, t)$ satisfies the equation

$$
\begin{equation*}
\left(\frac{\partial d}{\partial t}+\mathbf{u} \cdot \nabla d\right)=p_{g}^{-1} d^{1-p_{g}} k_{g} \exp \left(-\frac{E_{g}+P V_{g}}{R T}\right)-4 \dot{\varepsilon}_{\mathrm{II}} \dot{\varepsilon}_{\mathrm{dis}, \mathrm{II}} \eta_{\mathrm{eff}} \frac{\lambda d^{2}}{c \gamma} . \tag{30}
\end{equation*}
$$

Here, $k_{g}=1.92 \times 10^{-10} \mathrm{~m}^{3} / \mathrm{s}$ is the grain size growth prefactor, $E_{g}=400 \mathrm{~kJ} / \mathrm{mol}$ and $V_{g}=0 \mathrm{~m}^{3} / \mathrm{mol}$ the activation energy and volume for grain size growth respectively. $p_{g}=3$ is the grain size growth exponent, $c=3$ a geometric constant, $\lambda=0.1$ the fraction of deformation work that goes into changing the grain boundary area and $\gamma=1$ the average specific grain boundary energy. For a detailed discussion of these terms and all parameter values we refer to (Dannberg et al., 2017). The terms on the right-hand sides of these equation describe how the dynamic grain size increases over time (with a non-linear dependence on temperature and grain size itself) and how it is decreased by dynamic recrystallization due to strain accomodated by dislocation creep (which depends nonlinearly on stress and temperature).

We solve this model using only the particle-based RK2 and RK2FOT advection schemes. As can be seen in the bottom two panels of Fig. 5, the two schemes produce noticeably different locations of onset of convection. While the model with a full RK2 advection scheme develops small-scale convection beneath the oceanic plate at a distance of 1940 km from the ridge, the model with RK2FOT develops the onset at 1710 km distance, corresponding to plate ages of 39 Myr (RK2) and 34 Myr (RK2FOT), respectively. More importantly, the different outcomes between the advection methods is not just a temporary state at this precise time, but the models stabilize around this solution, meaning that the onset of small-scale convection is systematically earlier in the model with a first-order accurate advection scheme. This difference is relevant because the exact timing of onset is important for the argument that small-scale convection causes a flattening of topography in seafloor subsidence datasets, and therefore ultimately for the plate model of oceanic lithosphere cooling (Stein and Stein, 1992; Huang and Zhong, 2005; Richards et al., 2018). In addition to the difference in onset of convection, the characteristic length scale at which instabilities develop below the lithosphere is significantly smaller for the RK2FOT method, visible in the larger number and smaller distance between convection cells in the bottom panel of Fig. 5. This is especially relevant as the distance between seismic anomalies associated with small-scale convection is a constraint from seismic studies and can be used to validate geodynamic models (Eilon et al., 2022). We want to emphasize here that our model is conceptual and not intended to produce realistic timings or length scales, but rather that a misprediction of these quantities due to inaccurate particle algorithms in models has concrete consequences for the interpretation of geodynamic features observed on Earth.

Because both the onset of small-scale convection and the length scale of convection cells is governed by the growth of small instabilities in a boundary layer, it is reasonable to assume that the lower accuracy of RK2FOT supports this growth of instabilities and explains the earlier onset of convection. The growth of instabilities in a boundary layer (or internally layered systems) is one of the most common processes for developing flow features in convecting systems like the Earth's mantle and lithosphere. Examples are the generation of plumes at the core-mantle boundary, the stagnation of subducted slabs or plumes at phase transitions or the initiation of plate boundaries in models of lithosphere dynamics. We therefore infer from our benchmark results that models of all of these processes can benefit from incorporating more accurate particle advection methods, and that predictions of models using lower order advection schemes may need to be adjusted or reproduced in higher resolution studies.

## 7 Conclusions

In our benchmarks and application models we have shown that implementing accurate particle algorithms, in particular higherorder in time, can significantly increase the numerical accuracy of geodynamic models. One of the conclusions of our benchmarks is that commonly used particle advection methods that are higher order in space but first order in time acquire significant amounts of numerical error in time-variable flow, which becomes more pronounced the higher the resolution and the longer the model run. The reason this error is not often discussed in the geodynamic literature is that traditional benchmarks that either rely on instantaneous analytical solutions, or on steady-state solutions, cannot show this error by their design. Only model comparison studies or benchmarks with analytical solutions in transient flow can point out this error source. Given that many geodynamic finite-element models already use Stokes elements that allow for higher order accuracy to ensure stability (e.g. Taylor-Hood $Q_{2} \times Q_{1}$ or $Q_{2} \times P_{-1}$ ), it would be straightforward to extend their particle advection algorithms to a second-order in time method. While this can increase the cost for evaluating velocities at the particle locations, our results show that the increased convergence order and improved accuracy of the model results is well worth the additional cost. Of course in order to increase the overall model accuracy, all other employed algorithms need to support the same accuracy.

We believe that a sharper focus on quantifying the numerical accuracy of geodynamic models will generate more trust in geodynamic model solutions and increase the impact of the discipline of geodynamic modeling as a whole. We provide the reference implementation of our algorithms and benchmarks in the open-source community software ASPECT and hope that they are useful to the community at large.
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## Appendix A: Derivation of an exact solution in an annulus

$$
\begin{align*}
\frac{\partial^{2} v_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{r}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} v_{r}}{\partial \theta^{2}}-\frac{v_{r}}{r^{2}}-\frac{2}{r^{2}} \frac{\partial v_{\theta}}{\partial \theta}-\frac{\partial p}{\partial r}-\rho g_{r} & =0  \tag{A1}\\
\frac{\partial^{2} v_{\theta}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{\theta}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} v_{\theta}}{\partial \theta^{2}}+\frac{2}{r^{2}} \frac{\partial v_{r}}{\partial \theta}-\frac{v_{\theta}}{r^{2}}-\frac{1}{r} \frac{\partial p}{\partial \theta} & =0  \tag{A2}\\
\frac{1}{r} \frac{\partial\left(r v_{r}\right)}{\partial r}+\frac{1}{r} \frac{\partial v_{\theta}}{\partial \theta} & =0 \tag{A3}
\end{align*}
$$

Equations (A1) and (A2) are the momentum equations in polar coordinates while equation (A3) is the incompressibility constraint.
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$v_{\theta}(r, \theta)=f(r) \cos (k \theta)$
where $k$ is an integer and where $f(r)$ will be specified later. From equation (A3) we then obtain
$\frac{\partial\left(r v_{r}\right)}{\partial r}=-\frac{\partial v_{\theta}}{\partial \theta}=k f(r) \sin (k \theta)$,
leading to
$v_{r}(r, \theta)=g(r) k \sin (k \theta)$,
where
$g(r)=\frac{1}{r} \int^{r} f\left(r^{\prime}\right) d r^{\prime}$.
Since we want to fix the velocity to be tangential at both boundaries we have
$v_{r}\left(R_{1}, \theta\right)=v_{r}\left(R_{2}, \theta\right)=0$
$f(r)=A r+B / r$
in analogy to the solution of the Laplace equation in Chapter 6 of (Strauss, 2007), and thus
$g(r)=\frac{A}{2} r+\frac{B}{r} \ln r+\frac{C}{r}$
where $C$ is a non-zero constant of integration. Given the boundary conditions in equation A8 we find that
$A=-C \frac{2\left(\ln R_{1}-\ln R_{2}\right)}{R_{2}^{2} \ln R_{1}-R_{1}^{2} \ln R_{2}}, \quad B=-C \frac{R_{2}^{2}-R_{1}^{2}}{R_{2}^{2} \ln R_{1}-R_{1}^{2} \ln R_{2}}$.
In this work we choose $C=-1$. Our earlier choice of $f$ means that
$\frac{\partial^{2} f}{\partial r^{2}}+\frac{1}{r} \frac{\partial f}{\partial r}-\frac{f}{r^{2}}=0$,
so that equation (A2) simplifies to
$\frac{1}{r^{2}} \frac{\partial^{2} v_{\theta}}{\partial \theta^{2}}+\frac{2}{r^{2}} \frac{\partial v_{r}}{\partial \theta}-\frac{1}{r} \frac{\partial p}{\partial \theta}=0$,
which together with (A4) leads to
$p(r, \theta)=k h(r) \sin (k \theta)+l(r)$,
where $l(r)$ comes from integration with respect to $\theta$ and $h(r)=(2 g(r)-f(r)) / r$. We now insert equation (A14) into equation (A1) to obtain

$$
\begin{align*}
\rho(r, \theta)= & \frac{\partial^{2} v_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{r}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} v_{r}}{\partial \theta^{2}}-\frac{v_{r}}{r^{2}}-\frac{2}{r^{2}} \frac{\partial v_{\theta}}{\partial \theta}-\frac{\partial p}{\partial r} \\
= & k g^{\prime \prime}(r) \sin (k \theta)+k \frac{g^{\prime}(r)}{r} \sin (k \theta)-k^{3} \frac{g(r)}{r^{2}} \sin (k \theta) \\
& \quad-k \frac{g(r)}{r^{2}} \sin (k \theta)+k \frac{2 f(r)}{r^{2}} \sin (k \theta)-k h^{\prime}(r) \sin (k \theta)-l^{\prime}(r), \\
& =m(r) k \sin (k \theta)-l^{\prime}(r) \tag{A15}
\end{align*}
$$

with

$$
\begin{align*}
m(r) & =g^{\prime \prime}-\frac{g^{\prime}}{r}-\frac{g}{r^{2}}\left(k^{2}-1\right)+\frac{f}{r^{2}}+\frac{f^{\prime}}{r}  \tag{A16}\\
& =-\frac{f-g}{r^{2}}+\frac{f^{\prime}-g^{\prime}}{r}-\frac{f-g}{r^{2}}-\frac{g}{r^{2}}\left(k^{2}-1\right)+\frac{f}{r^{2}}+\frac{f^{\prime}}{r}  \tag{A17}\\
& =-\frac{f-g}{r^{2}}+\frac{f^{\prime}}{r}-\frac{f-g}{r^{2}}-\frac{f-g}{r^{2}}-\frac{g}{r^{2}}\left(k^{2}-1\right)+\frac{f}{r^{2}}+\frac{f^{\prime}}{r}  \tag{A18}\\
& =-3 \frac{f-g}{r^{2}}+\frac{f^{\prime}}{r}-\frac{g}{r^{2}}\left(k^{2}-1\right)+\frac{f}{r^{2}}+\frac{f^{\prime}}{r} \tag{A19}
\end{align*}
$$

since it is easy to verify using (A7) that $g^{\prime}(r)=(f-g) / r$.
Taking $k=0$ yields $\rho(r, \theta)=-l^{\prime}(r)$, so we choose $l^{\prime}(r)=-\rho_{0}$. In this case,
$\left.p(r, \theta)\right|_{k=0}=l(r)=\rho_{0} g_{r}\left(R_{2}-r\right)$,
which represents a familiar linear pressure increase with depth for constant density and gravity, and where we have imposed $p(r, \theta)=0$ at the outer radius $r=R_{2}$.

In summary, equations (A4), (A6), and (A14) form a solution of the incompressible Stokes equations, which fully stated reads
$v_{\theta}(r, \theta)=f(r) \cos (k \theta)$,
$v_{r}(r, \theta)=g(r) k \sin (k \theta)$,
$p(r, \theta)=k h(r) \sin (k \theta)+\rho_{0} g_{r}\left(R_{2}-r\right)$,

$$
\begin{align*}
\rho(r, \theta) & =m(r) k \sin (k \theta)+\rho_{0},  \tag{A24}\\
g_{r} & =1,  \tag{A25}\\
g_{\theta} & =0,  \tag{A26}\\
f(r) & =A r+B / r,  \tag{A27}\\
g(r) & =\frac{A}{2} r+\frac{B}{r} \ln r+\frac{C}{r},  \tag{A28}\\
h(r) & =\frac{2 g(r)-f(r)}{r},  \tag{A29}\\
m(r) & =g^{\prime \prime}(r)-\frac{g^{\prime}(r)}{r}-\frac{g(r)}{r^{2}}\left(k^{2}-1\right)+\frac{f(r)}{r^{2}}+\frac{f^{\prime}(r)}{r}, \\
A & =-C \frac{2\left(\ln R_{1}-\ln R_{2}\right)}{R_{2}^{2} \ln R_{1}-R_{1}^{2} \ln R_{2}}, \\
B & =-C \frac{R_{2}^{2}-R_{1}^{2}}{R_{2}^{2} \ln R_{1}-R_{1}^{2} \ln R_{2}}, \\
C & =-1 .
\end{align*}
$$

$\rho(r, \theta)=\Psi(r, \theta)$,
$g_{r}(r, \theta)=m(r) k \sin (k \theta) / \rho(r, \theta)$,
with all other constants chosen as before.
In order to transform this steady-state benchmark into a known transient solution we then add a solid body rotation with a nonlinear time-dependent rotational velocity to the flow field. Since solid body rotations lie in the nullspace of the incompressible Stokes equations on an annular domain, the resulting flow field will still be a solution of the incompressible Stokes
equations. This approach will work as long as we perform an appropriate rotation of all components of the solution, and is equivalent to defining the solution in a rotating reference frame. We therefore modify the velocity components in $\theta$ direction to
$v_{\theta}(r, \theta, t)=f(r) \cos (k(\theta-\tau(t)))+r \omega(t)$.

Here $\tau(t)$ is a phase shift, and $\omega(t)$ is an angular velocity. The phase shift $\tau(t)$ can be computed as the time integral of the angular velocity from the beginning of the model up to the present time $t$ :
$\tau(t)=\int_{0}^{t} \omega(s) d s$.
In order to not make the problem too simple, we forgo the case of a constant angular velocity and instead choose $\omega(t)=e^{t}$, resulting in $\tau(t)=e^{t}-1$.

Since the modification of the velocity in (A37) by the solid body rotation $r \omega(t)$ lies in the nullspace of the Stokes equations, it is straightforward to compute the modifications of the remaining solution variables, which only involves adding the phase shift to the $\theta$ coordinate.

The final consideration is how to achieve this prescribed rotation in the model. Since in the incompressible Stokes equations stresses are transmitted instantaneously throughout the entire domain, we can use the exact, known velocities as boundary conditions and expect the motion to apply equally to the entire model domain.

## Appendix B: Detailed error investigation of the spherical shell benchmark

In order to better understand the accuracy of the RK2 method and investigate the source of the error decrease late in the model we show in Fig. B1 a detailed comparison of only RK2 against the analytical density method. In order to visualize the difference between RK2 and analytical density over resolution (left column) we no longer plot the absolute error in the $L_{2}$ norm, but instead the relative difference in error between RK2 and analytical density; i.e., if $\epsilon_{R K 2}=\left\|\boldsymbol{u}-\boldsymbol{u}_{h}^{R K 2}\right\|_{L_{2}}$ and $\epsilon_{A D}=\left\|\boldsymbol{u}-\boldsymbol{u}_{h}^{A D}\right\|_{L_{2}}$ then we plot $\left(\epsilon_{R K 2}-\epsilon_{A D}\right) / \epsilon_{A D}$. This way of plotting the error illustrates if both error values converge at the same rate - leading to a constant relative difference between the two errors - or if the RK2 error indeed converges at a lower rate - leading to a linearly (or higher-order) increasing relative error difference towards smaller $h$. As it turns out the relative error indeed increases linearly with resolution, meaning that RK2 converges at only second order, however the second order contribution is so small that it is not yet visible in the corresponding plot of Fig. 3. On the other hand, the pressure (left column, middle row), converges at the same second order rate for both analytical density and RK2, leading to a constant relative difference between the two errors.

Turning to the evolution of error over model time (Fig. B1, right column) reveals that what looked like a constant error value in Fig. 3 indeed follows the same trends as the other methods, only at drastically reduced error values. While the error values for velocity and density increased by 1-2 orders of magnitude from model start to end for the other advection methods (RK2FOT,


Figure B1. Transient spherical annulus benchmark. Left: $L_{2}$ error norms of velocity (top row) and pressure (middle row) for different cell sizes hat time $t=\ln (1+4 \pi) \approx 2.6075$. The pink line shows the relative difference in the error between $R K 2$ and the analytical density model. Gray lines indicate the same convergence order (dashed line), or one convergence order lower (dash-dotted line) than the analytical density model. Right: $L_{2}$ error norms of velocity (top row), pressure (middle row), and density (bottom row) as a function of time for resolution $h=1 / 128$ for analytical density and RK2 model.
$Q_{2}, D G Q_{2}$, they increase by at most $\approx 2 \%$ for RK2. Additionally, RK2 features the same error reduction close to $t=1$ as the other methods. Finally, it becomes apparent that even the model using analytical densities features a small but growing velocity error. Because the density error in this model is zero (analytical density) it seems reasonable to assume this error is a result of the Stokes solver. The accuracy of the Stokes solver depends on the absolute value of velocity, which increases exponentially over time. In other words the blue line in the top right panel of Fig. B1 represents the best possible accuracy any advection method could reach for the given Stokes solver if it transported material information with perfect accuracy. Considering all the results presented in this section, we consider the RK2 scheme to be very close to achieving this theoretical limit.

To understand the reduction in velocity error and density error at certain model times requires us to take a closer look at the benchmark solution. Particularly relevant is that the benchmark solution is rotation-symmetric, with 4 regions of upwelling and 4 regions of downwelling. Therefore, rotating the density field by 90 degrees at any given time would lead to exactly the same solution. For some reason the reduction in velocity error in RK2 coincides almost exactly with a quarter rotation of the model solution at $t=\ln (1+\pi / 2) \approx 0.944$, the reduction for $Q_{2}$ coincides with a rotation by three quarters of a rotation $(t=$
$\ln (1+3 \pi / 2) \approx 1.742)$, and the reduction for RK2FOT coincides with a full rotation $(t=\ln (1+2 \pi) \approx 1.985)$. We speculate that the times of rotation symmetry with the starting solution allows for a resonance between the accumulated error in the numerical solution and the analytical solution at a slightly different time. This interaction would allow for an apparent reduction in error that does not actually exist, which is consistent with the observation that all errors rapidly increase again after the minimum. However, while this theory explains why reductions in error could happen at specific times, we have no explanation why the anomaly happens at different multiples of the rotation symmetry for different advection methods. We can only speculate that analytically determined times of rotation symmetry. Independent of the origin of the anomaly, the results of the convergence studies show that it does not influence the measurement of the convergence orders of different methods.
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