
Response to Reviewers
Kreuzer, M., Albrecht, T., Nicola, L., Reese, R., and Winkelmann, R.: Oceanic gateways in 
Antarctica – Impact of relative sea-level change on sub-shelf melt, EGUsphere [preprint], 
https://doi.org/10.5194/egusphere-2023-2737, 2023.

We thank all three reviewers for taking substantial time and effort to read and comment on our 
manuscript. The given comments are of constructive nature and very valuable to considerably 
improve the manuscript.
In order to reduce duplicated comments we grouped and summarized the general comments of 
all three reviewers and will respond to them in the section below. Furthermore, we respond to all
specific comments individually (see further below). 
All our comments are displayed in blue color, while the reviewers comments (directly copied or 
paraphrased) are displayed in black. Original text from the preprint is shown in black and italics.

General comments
- Scientific value and goal of study (RC1, RC2, RC3)

- “The scientific value is difficult to assess, due to: the methodology limits; the 
application only to the actual grounding line configuration; and a lack of 
development perspective in the application of the method to more realistic 
studies.” (RC1)

- “It is not very clear what the study wants to achieve, since the ‘g’ parameter 
remains free and the grounding line is kept at the present-day position. If the 
purpose is to produce a conceptual model I suggest strengthening the 
methodology to take into account a more accurate present-day oceanographic 
setting, which is also a key input for PICO.” (RC1)

The goal of our manuscript is to estimate the maximum impact that relative sea level (RSL) 
change can possibly have on sub-shelf melting of the Antarctic Ice Sheet. So far, this relation 
has not been assessed or considered in ice-ocean modeling and we want to provide a first 
estimate on the importance of this mechanism. In our study we are not trying to pin-down exact 
basal melt rate differences at specific time slices. Instead, the LGM15ka and Icefree scenarios 
are enclosing the maximum range of expected RSL changes on time scales of glacial cycles, 
which are of interest to the ice-sheet modeling community. By estimating basal melt rate 
changes for these end-member configurations on a present-day ice-sheet state, we inferred a 
sensitivity measure providing upper and lower bounds of this process. However, in more 
realistic scenarios, when other important features are subject to change (like the grounding line 
position or the far-field climate forcing), the overall effect of RSL change on melt rates might be 
reduced. Further below, we will comment more on the reasoning to use a present-day ice-sheet 
configuration. 
We have realized that the current manuscript does not convey this message clearly enough and
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apologize for any consequential misunderstandings. Speaking of different “RSL scenarios” for 
example does not reflect the methodological concept very well and we will therefore change this
to “RSL configurations” in the revised manuscript. Furthermore, we strive to adapt the overall 
framing of the paper and be more clear about the motivation and scope of the study. We are 
also considering to change the title of the manuscript accordingly.

Concerning the “free evolving parameter g”: Initially we have used critical access depths for a 
value of g=50% in order to ensure that a “significant” amount of the grounding line is reached by
topography controlled inflowing open ocean water masses. However, it is difficult to define a 
universal percentage of the grounding line that needs to be accessed by inflowing water in order
to dominate the overall melting. Therefore, we decided to expand the analysis for the wider 
range of grounding line coverage from 10-90% and check for the dependency of our results with
respect to the percentage of grounding line reached. We believe that this can be useful in order 
to evaluate the maximum possible effect of RSL change on basal melt rates. However, we 
agree with the reviewers that this part of the methodology needs more consideration, when 
trying to determine definite basal melt changes for a specific scenario, rather than merely 
estimating the maximum possible effect. In the scope of current revisions for Nicola et al. (in 
review), we also explore possibilities to reduce the g-dimension into an appropriate single value 
per basin, which will possibly result in an update of the methodology of our paper as well.

- Meaning of Icefree scenario (RC1, RC2, RC3)
- Basal melt change in icefree scenario is meaningless without ice (RC1, RC2, 

RC3) 
- useful as a maximum estimate (RC1)
- Need to specify the usefulness of this scenario for future science (RC3)

The idea of integrating an icefree configuration for RSL was to yield an upper bound for the far-
field sea-level rise on the one hand, and superimpose a strong near-field GIA uplift signal on the
other hand. At first sight it may seem odd to calculate basal melt rate changes for such a RSL 
configuration, where the Antarctic Ice Sheet has been melted completely. In fact, this RSL (and 
bed topography) configuration could be the initial condition for a glaciation of an Antarctic Ice 
Sheet, where basal melt rates should account for different access depths.
As pointed out above, the intention of using end-member RSL configurations in our analysis is 
to enclose the maximum realistic change that can be expected on paleo time scales. In order to 
isolate the effect of RSL change from other mechanisms on basal melt rates, it is necessary to 
compare to a common baseline. This is why we apply the different RSL configurations to a 
present-day ice sheet and keep all other processes fixed that are subject to change on these 
time scales, like grounding line position, cavity geometry, ocean forcing conditions, etc. With this
method we are able to derive an upper bound estimate of the RSL change influence on basal 
melt. For more realistic estimates that correspond to specific time slices, a matching ice-sheet 
geometry should be consistent with the applied RSL configuration. We comment more about 
this in the paragraph below.
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- Proposal for transient simulations with evolving grounding line configuration (RC1, RC2, 
RC3) 

- more realistic application like grounding line configuration/position (RC1) 
- More value, if running a transient simulation (deglaciation or extended SSP) 

with/without relative sea level feedback (RC2)
- An assessment on the evolution of the importance of certain gateways for the 

deglacial AIS retreat would make the study of greater scientific value (RC1)
- Missing perspective for further application (RC1, RC2, RC3)

- lack of development perspective in the application of the method to more 
realistic studies (RC1)

- How applicable is this method for transient ice sheet simulations? (RC2)
- Required: transient simulations with dynamic adjustment of critical access

depths and according modification of ocean temperatures (RC3)

We agree that it would be very valuable to assess the impact of RSL change on basal melt rates
for transient evolving grounding lines. This would help to get a more realistic estimate on the 
importance of the mechanism, which is possibly smaller than the maximum estimate that we 
assess for the end-member configurations in our study.
For paleo simulations, ice sheet models often use an index method, where ocean temperatures 
are scaled with a paleo proxy, like δO18 or temperature reconstructions from ice cores (e.g. 
Albrecht et al., 2020). In case of RSL basal melt corrections for transient runs, this temperature 
correction needs to be combined with the approach for computing RSL induced effects on basal
melt rates used in this study.
When preparing the revised manuscript, we are planning to do this for multiple time slices for a 
transient deglaciation run from LGM to present-day. While doing so, we can then assess what 
the RSL induced impact is on basal melt rates, not only for a present-day ice sheet 
configuration, but also for evolving grounding line geometries. With the offline computed RSL 
correction, we can then also re-run a deglaciation scenario for the LGM configuration and see 
whether the transient ice sheet response diverges from the run without including RSL induced 
corrections.

Introduction 
- “There is a lack of description of the oceanographic setting and gateways at present, 

which is a key point of the paper and would inform the reader on how far the method 
would be applicable to present and past scenarios.” (RC1)

So far, we have not included a thorough discussion of present-day gateways and the 
corresponding ocean conditions as this is covered in depth in the Nicola et al. (in review) paper. 
We agree that it would help the reader to judge the applicability and limitations of our 
methodology if more information/discussion about the different modes of melting is included in 
the manuscript. At the same time, we want to minimize overlap with the related study of Nicola 
et al. (in review). We will consider this comment when preparing a revised manuscript.

Responses to Reviewers (AC1) https://doi.org/10.5194/egusphere-2023-2737 3

https://doi.org/10.5194/egusphere-2023-2737


- Missing: effect of GIA on ocean dynamics (RC3)
Giving more information and context about the effect of GIA on ocean dynamics is a very good 
suggestion and adds valuable context to the study. We thank the reviewer for pointing this out 
and will include studies like Rugenstein et al. (2014) or Lowrey et al. (2024) in a revised version 
of the manuscript.

- transform Figure 1 into a conceptual figure to reduce complexity while illustrating the 
bathymetric elevation changes and their effect on access depths (RC2)

Thanks for this suggestion. We agree that a conceptual figure with reduced complexity would be
more suitable to convey the basic concept and methodology of our study. We will endeavor our 
creative skills and try to improve Figure 1.

Methods
- Keeping grounding line at present-day location is inconsistent with applied scenarios and

therefore lacks scientific significance (RC1, RC2, RC3)
As explained above, we think that it is useful to apply different RSL configurations and their 
derived changes in thermal forcing on a present-day ice-sheet configuration to roughly quantify 
the maximum possible effect on basal melt rates in first order. In order to attribute changes to 
the effect of RSL only, it is important that other conditions that influence basal melt rates do not 
change within the comparison. In such a sensitivity experiment, it would therefore not be useful 
to compare basal melt rates derived for a present-day ice-sheet configuration with ones from an 
LGM state that includes not only RSL induced changes, but also features a different grounding 
line position, cavity geometry and ocean forcing. In such a case it would be unclear which 
changes can be attributed to the different ice sheet state and corresponding climate forcing, and
which ones are due to changes in RSL. 
Instead, one would need to compare basal melt rates for an LGM scenario with and without the 
effect of RSL. This requires a meaningful correction of the 3-dimensional ocean forcing field 
(ISMIP6 dataset by Jourdain et al., 2020) we use for present-day to LGM conditions. For the 
icefree case this comparison is not possible as we obviously cannot compute basal melting for a
non-existing ice sheet. When preparing a revised version of the manuscript, we will explore 
possibilities to use a LGM ice-sheet state to directly compare basal melt rates with/without the 
influence of RSL.

- Critical access depth definition is not fully understandable/defined including grounding 
line coverage parameter g (RC1, RC2)

We apologize that the description and explanation of “critical access depth” and the grounding 
line coverage parameter g was apparently not clear enough in the manuscript. We will revise 
the manuscript and provide a more detailed explanation. 

- Inconsistencies of input T,S between this study and Nicola et al.: Continental Shelf 
Break vs Calving Front  (RC1)

In our study we use the same methodology as Nicola et al. (in review) to compute critical access
depths. As the reviewer correctly points out, the further methodology diverges partially. The 

Responses to Reviewers (AC1) https://doi.org/10.5194/egusphere-2023-2737 4

https://doi.org/10.5194/egusphere-2023-2737


preprint of Nicola et al. for example uses the temperatures at the continental shelf break (CSB) 
and calving front (CF) directly as input to PICO. In our study we apply an anomaly approach 
instead, where we compute the difference of CSB temperatures at different depths and add this 
to present-day ocean forcing derived in Reese et al. (2023). The mentioned discrepancies of 
input temperatures are resulting from different scientific questions in the two manuscripts and 
are not inherently inconsistent.
In the context of revisions for Nicola et al. we are currently discussing changes to their 
approach. Nevertheless, we will make sure that in a revised manuscript, we state more clearly 
where the methodology of Nicola et al. and our study is the same, and where it diverges. We 
thank the reviewer for pointing this out and apologize that missing information about this led to 
misunderstandings.
 

- Adding CSB anomalies to CF/PICO input values is not appropriate especially for shelves
that are not “warm” after Thompson et al. (2018) (RC1):
“PICO would need to be forced by realistic water masses at the calving front, and 
employing shelf break temperature and salinity, even only as anomalies with respect  to 
the present day, is not representative of the water masses entering the cavities. The only
case may be for “warm” type continental shelves  (Thompson et al., 2018), where the 
CDW is actively pushed towards the ice shelf cavities by winds and by dynamical 
processes in the Along-Slope Front such as an Eastward flowing undercurrent (Silvano 
et al., 2022). The method could work in specific locations on “fresh” shelves  (Thompson 
et al., 2018), after applying some corrections to take into account mixing of CDW into 
“modified” CDW (mCDW), which also tilts the  isopycnals on the shelf break (may think 
of extrapolation along isopycnals). As for melting in multimodal cavities (e.g., Tinto et al.,
2019), melt  by mCDW usually occurs at mid-depth, while the grounding line mostly 
melts with mode cold salty water (Mode 1, Silvano et al., 2016; Herraiz-Borreguero 
2015). These features are not accounted for, and the methodology misrepresents the 
impact of mCDW in these cases, since there  is no direct connection between the 
mCDW and the grounding line. Also see e.g. Herraiz-Borreguero (2015), usually only the
Eastern side in  multimodal cavities is affected by mCDW, while here the anomalies are 
applied to the whole basin. Therefore the method, although simplified,  would be fully 
applicable to “warm” continental shelves found mostly in West Antarctica.”

Thanks for the elaborated comment about the applicability of the methodology. We are aware of
the fact that applying continental shelf break anomalies directly inside the cavities is a broad 
assumption and might overestimate the effect of water mass changes.
As described in Thompson et al. (2018) shelf modes are also controlled by topographic barriers 
(not exclusively though). Therefore, changes in RSL can also affect the dominant mode of 
melting in the cavity and how much warm CDW can make it onto the continental shelf. While we
don’t account directly for such a change in modes, we assume that the CSB anomalies are the 
maximum possible changes that can be reflected inside the cavity. Therefore, the approach is 
suitable when trying to assess the maximum possible range of change.
Reese et al. (2018) show that PICO can produce realistic circum-Antarctic mean melt rates, 
independent of shelf mode after Thompson et al. (2018). The PICO parameters and present-day
input temperatures are re-tuned in Reese et al. (2023) to match melt rate sensitivities and 
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historic ice loss.

- Thicker layer of CDW intrusion will have an impact, even if d_c is below thermocline 
(RC1)

Indeed this is a clear limitation of our methodology. We thank the reviewer for raising this point 
and make sure that this is adequately discussed in a revised version of the manuscript.

- Explain the simplifications of the used methodology (e.g. compared to using dynamic 
ocean modeling to assess changes ocean temperatures) and evaluate its validity (RC3)

- Lack of evaluation of the validity of the use of a simplified method to study the effect of 
relative sea level on ocean temperatures instead of using an ocean model (RC3)

Unfortunately we don’t have the means to test and validate the findings of our simplified 
methodology with high resolution ocean modeling. However, we would be really interested 
whether our results can be confirmed also with other methods. In a revised manuscript, we will 
add the need for validation of our findings with high-resolution ocean models.

- “Ocean access does not solely work via the deepest gateways but arguably most of the 
warm water e.g. in the Amundsen Sea is channeled via these gateways, does your 
approach also reflect the change in basal shelf melt rates at the grounding line for the 
bulk advection of CDW/mCDW etc. across the continental shelf and into the cavity?” 
(RC2)

The water channeled through the deepest connection between the continental shelf and the 
open ocean (oceanic gateway) is represented via the lowest grounding line coverage. In our 
methodology this is represented by reaching at least the deepest 10% of the grounding line. As 
shown by the magenta boxes in Fig. 3 in Nicola et al. (in review) the deepest connection can 
reach vast amounts of the grounding line in case of a “oceanic gateway”/trough, e.g. up to 75% 
in the Filchner-Ronne basin.
However, of course also shallower connections exist (e.g. above the magenta boxes in Fig. 3, 
Nicola et al., in review). At these depths, most of a region’s grounding line can be accessed by 
water from the open ocean/continental shelf and thus  represented by higher grounding line 
coverage. 

Discussion

- Missing: applicability only to “warm” and maybe “fresh”, not “dense” shelves -> PICO 
limitations (RC1)

Please see our comment about PICO above.

- How would this approach be applicable in time-evolving ice sheet simulations? What are
caveats and limitations, e.g. changing ocean forcing over time? (RC2)

Please also see our general comment about transient ice-sheet simulations including RSL 
induced corrections above. 

Responses to Reviewers (AC1) https://doi.org/10.5194/egusphere-2023-2737 6

https://doi.org/10.5194/egusphere-2023-2737


A big limitation is the availability of time evolving 3-dimensional ocean temperature and salinity 
forcing in sufficient spatial resolution. For paleo simulations, ice-sheet models often use an 
index method, where present-day observations of ocean temperatures are scaled with a paleo 
proxy, like δO18 or temperature reconstructions from ice cores (e.g. Albrecht et al., 2020). This 
can for example be 2-dimensional (spatially) resolved observations on the continental shelf, 
which serves as input to PICO. However, when accounting for RSL induced changes over time, 
we need spatial 3-dimensional (depth dependent) ocean data to derive vertical RSL corrections 
at the continental-shelf break. Thereby the question arises whether the climate index method 
has a depth dependency or can be used uniformly as a scalar offset to the whole column. For 
the latter case, we can use present-day ocean data like from Jourdain et al. (2020) and scale it 
similarly to the PICO input in Albrecht et al. (2020). 
If we will use such corrections in an example of a transient simulation in the revised manuscript, 
we will discuss the caveats and limitations of this approach.

- More assessment of importance of RSL effect on melt-rates, e.g. vs changing ocean 
forcing (first or second order effect)? (RC2)

In our study we discuss that the maximum effect of end-member RSL configurations can have 
an effect on the thermal driving in the same order of magnitude as changes in ocean forcing on 
paleo time scales. Nevertheless, it could well be that the RSL influence is still a second order 
effect, in case the actual influence of climate induced changes is stronger than the modulation 
through RSL. For example in an LGM state, when the overall climate forcing produces little to 
no basal melt compared to present-day, the RSL effect would be negligible and non effective. 
However, it can become important during the deglaciation period and affect the timing and 
evolution of the ice mass. As laid out above, we strive to extend our experiment setup in order 
to make some quantitative statements about this in a revised manuscript.

- Missing sensitivity of Earth rheology parameters on result (RC3)
The 3D Earth rheology used shows a high sensitivity to glacial cycles load changes at the upper
end of tested 3D and 1D rheologies (Albrecht et al., 2023, in review). This fits our "maximum 
sensitivity range analysis" approach. We will add a discussion about the effect of different Earth 
rheology parameters in the revised manuscript and thank the reviewer for pointing this out.

- How computationally costly is the method? (RC2, RC3)
We will include information about the computational cost of the flood-fill in a revised manuscript. 
We thank the reviewers for pointing out that this information is missing and agree that it can be 
of interest to the reader.
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Specific comments of Reviewer 1 (anonymous)
In order to respond to the comments by RC1, we have copied the annotations from the pdf 
document. The original text in the manuscript is formatted in black italics, while the specific 
words marked by the reviewer are underlined. Our comments are given in blue. 

[Abstract, l.4-5]
On glacial time scales, these changes can be in the order of several hundred meters, 
modulating the access of ocean water masses at different depths …

- This is not yet demonstrated. Substitute "modulating" with "potentially affecting"
Thanks for the comment. We changed this in the manuscript.

… to Antarctic grounding lines.
- Some water masses do not reach the grounding line, but may be still impacted by 

changes in sea level. I would add "and ice sheet margins"
Thanks for the comment. We changed this in the manuscript.

[Abstract, l.10-14]
Under Last Glacial Maximum sea-level conditions, this effect would lead to a substantial 
decrease of present-day sub-shelf melt rates in East Antarctica, while the strong subsidence of 
bedrock in West Antarctica can lead up to a doubling of basal melt rates. For a hypothetical 
globally ice-free sea-level scenario, which would lead to a global mean (barystatic) sea-level
rise of around +70 m, sub-shelf melt rates for a present-day ice sheet geometry can more than 
double in East Antarctica, but can also decrease substantially, where bedrock uplift dominates. 
Also for projected sea-level changes at the year 2300 we find maximum possible changes of 
±20 % in sub-shelf melt rates, as a consequence of relative sea-level changes only.

- Fine. Perhaps could be useful to say a few words about which water masses are more 
involved in the changes in basal melting, to explain very briefly how such large variations
are possible.

We agree that warm Circumpolar Deep Water could be mentioned here and the temperature 
profile with depth. However, it is always a fine balance to keep the abstract concise on the one 
hand, while not being too short on the other hand. We will consider this comment when 
preparing a revised manuscript. 

- It is not very clear how these hypotethical experiments are performed, whether the GIA 
adjustment from the "would be missing" ice sheets is taken into consideration in the ice-
free and the 2300 experiments.

In our simulations only relative sea-level changes from coupled ice-GIA simulations with varying
ice sheets are considered, but ice thickness distribution remains the same (with a small 
correction of present-day grounding line) in the further analysis. While we think that explaining 
the methodology details is out of scope for the abstract, we hope that this gets clear in the 
method section later. We will try to be more precise about this in the revised manuscript.

Responses to Reviewers (AC1) https://doi.org/10.5194/egusphere-2023-2737 8

https://doi.org/10.5194/egusphere-2023-2737


[Introduction, l.23]
The global distribution of the sea level aligns according to an equipotential surface, also
called the geoid (Gregory et al., 2019), which is determined by the gravity field of ice, water and 
the Earth’s mantle material, with a feedback on Earth’s rotation.

- add citation (e.g., Mitrovica et al., 2001)
Thanks for the suggestion. We added the additional reference Mitrovica et al. (2005).

[Introduction, l.23]
Variations of sea-level height through ocean currents and winds are not covered by the geoid 
definition.

- included in
Thanks for the comment. We changed this in the manuscript.

[Introduction, l.29-30]
The mass redistribution between ice and ocean also affects the Earth’s rotational axis, such that
the global sea-level pattern adjusts to the change in centrifugal acceleration.

- add "change" before "pattern"
Thanks for the suggestion. We changed the formulation to “global sea-level fingerprint”, which 
we think is more clear.

[Introduction, l.31-32]
The gravitational force exerted by ice masses on the surrounding ocean masses leads to 
variations in local geoid height near ice sheets when there is a gain or loss of ice mass.

- following gains or losses of
This is a more elegant formulation. Thanks for the suggestion. We have adapted the manuscript
accordingly.

[Introduction, l.35]
The reverse signal in RSL, which occurs in the vicinity with smaller magnitude is called a 
‘forebulge’.

- Rephrase: "Due to the elastic properties of the lithosphere, an increase in ice load would
produce an uplift at some distance from the centre of the load, yelding a reversed 
(negative) signal in RSL; this is called a "forebulge".

Thanks for the suggestion. We have adapted the phrasing, which now reads:
Due to the flexure of the lithospheric plate and the viscous flow of upper mantle material,

an increase in ice load would produce an uplift … 
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[Introduction, l.67-69]
Albrecht et al. (2020a) use a temperature-index method and linear response functions to scale 
present-day ocean temperature observations on the continental shelf, which is the shallow 
ocean area surrounding the Antarctic Ice Sheet, with climatic variations derived from ice core 
data.

- already defined as AIS at line 48
Thanks for the comment. Due to readability we prefer to sometimes, but not always refer to the 
Antarctic Ice Sheet as AIS. We keep the formulation for now, but are aware that this might also 
change in the typesetting later.

[Introduction, l.85-88]  
The typical depth of the continental shelf around Antarctica (approx. 500 m) is in the range of 
the thermocline layer, such that small RSL changes can have a comparably large effect on the 
available ocean temperature and heat on the continental shelf, assuming no changes in flow 
pattern resulting from RSL changes.

- I expect this to be true only for continental shelves where the Antarctic Slope Front 
allows CDW to enter, ("warm" type continental shelf Thompson et al., 2018).

- At this point this statement is not supported.
Warm shelves are the most intuitive cases for applying the CSB anomaly to the PICO input 
temperatures. But as we have explained above, also the continental-shelf water masses of 
dense and fresh shelves (after Thompson et al., 2018) can possibly change with varying RSL. 
We think that the methodology is suitable to calculate maximum possible changes due to 
changes in RSL.

As depicted in Fig. 1, sea-level changes in the order of 100 meters can have significant impacts 
on the heat available for melting at the ice-shelf base, even with no further climatic temperature 
changes or grounding line migration considered.

- Figure 1 is not showing this and the statement is poorly supported at this point in the 
text.

Figure 1 shows how continental-shelf break salinities and temperatures are depth dependent 
and therefore subject to change with different RSL configurations. This is indicated by the three 
little circles at the continental-shelf break (bedrock elevation=-1800m) at different critical access
depth levels, representing the present-day, LGM15k and icefree RSL configuration.  
RC2 suggests to move lines 326-332 (explaining the vertical profile of CSB temperature and 
salinity in more depth) to the introduction. We think this is a good idea, and hope that it also 
gives more clarity to the point raised by this comment.

[Figure 1 caption]
- You should mention where these data are taken from and what processing was made on

them (WOA18p and EN4 databases regridded and extrapolated in Jourdain et al., 2020).
The reference Jourdain et. al (2020) is already included in the figure caption. We will add more 
information about how they obtained the data in Section 2.3, which we think is a more suitable 
location than in the figure caption.
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- I see several isohalines that have the same value at 34.65. Is this a feature, the 
extrapolation, or an error? How can PICO simulates overturning with basically 
homogeneous water masses?

The multiple isohalines for 34.65 psu result from small variations of salinity corresponding to 
depth where the retrograde slope yields the continental shelf from open ocean water. These 
variations are most likely a result from the regridding/extrapolation mechanism done in Jourdain 
et al. (2020). This is not of great importance for our methodology, as we are only interested in 
the variations of ocean properties with depth at the continental-shelf break (see small circles 
marked with T_csb, S_csb in Figure 1). We will consider this issue, when preparing a revised 
version of the figure.
PICO parameterizes the overturning flux underneath the ice shelf base as a function of the 
density gradient between the given ocean forcing (box B_0) and the grounding line (box B_1, 
see eq. 3 in Reese et al., 2018). 

- The Eastern Weddell Sea, as shown in the figure, is a continental shelf of the type 
"fresh" according to the classification of Thompson et al., (2018). Is the conceptual 
scheme shown working the same for "fresh", "warm" and "cold" continental shelf types? I
would add a figure for each type.

Thanks for the suggestion. As the methodology is the same, independent of the shelf 
classification of Thompson et al. (2018), we think one figure is enough to explain the overall 
concept of the study. In a revised version of the manuscript, we will explore possibilities to 
transform Figure 1 into a more conceptual figure to reduce complexity and convey the 
methodological concept more clearly (see also answer to RC2 comment above). 

[Introduction, l.92-94]
[...] topographic features such as troughs and sills act as oceanic gateways as they provide or 
block access of warm CDW into the ice-shelf cavities …

- Please provide references?
Thanks for the comment. We initially thought that it is enough to refer to the Nicola et al. (in 
review) manuscript, but we agree with the reviewer that it is useful for the reader to add the 
direct references here. We have added the following references now: 
Thoma et al., 2008; Nicholls et al., 2009; Hellmer et al., 2012; Pritchard et al., 2012; Tinto et al., 
2019; Sun et al., 2022

… towards deep-lying grounding lines.
- Towards all deep-lying groundin lines or only some? Where does it happen?
- Also, first troughs provide access to the continental shelves, then CDW may flow to the 

cavities and then maybe can reach the grounding line.
The influence of bathymetry is most prominent where such “oceanic gateways” exist, namely in 
regions where troughs are providing channels for open ocean water access to grounding lines 
at same depth or lower than the overflow. Of course such a topographic connection is just a 
prerequisite and doesn’t imply that warm water has to reach the grounding lines through these 
channels.
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[Section 2.2, l.143]
First, we compute access depth maps, which indicate for every location on the continental shelf,
the deepest possible topographic connection to the open ocean.

- This method was not particularly clear, but becomes clearer after seeing Figure 4a vs 
Figure 4c and after reading later parts in the paper.

- A map of the topography vs access depth map in the Supplementary would be helpful.
Thanks for the comment. Providing a map of how access depths and topography differ is a very 
good idea, and we will provide this in a revised version of the manuscript. We have also 
included this in the Author Responses of Nicola et al. (in review), see Fig. 1 in 
https://doi.org/10.5194/egusphere-2023-2583-AC2.  

[l.146-151] We perform this analysis on 8 km horizontal bathymetry resolution and iterate 
vertically in steps of 1 m. Then, we evaluate the resulting 2-dimensional field of access depths 
at the present-day grounding line position for all scenarios. This results in ‘critical access depth‘ 
scalars dc (s, b, g), which indicates the lowest possible connection between the open ocean and
the deepest grounding line fraction g, ranging from 10 % to 90 %, varied in steps of 5 %. We 
calculate critical access depths for each of the scenarios s described above and for each of the 
19 basins b as defined in Zwally et al. (2012), with some of the basins being merged as in 
Reese et al. (2018). 

- [general comment] This part is not clear, and it's a foundational part of the method. It is 
not clear how d_c it is calculated and what do you mean by it in relation to the grounding
line fraction, this phrase: "which indicates the lowest possible connection between the 
open ocean and the deepest grounding line fraction g" (Also in Nicola et al., 2023 it is 
not clear). Add the formula for the calculation if possible.

Thanks for pointing out that the description of our method is insufficient. We will comment about 
the specific questions below, and will improve the manuscript accordingly.

- [evaluate] what do you mean with "evaluate"? "Calculate", "compare"?
- [d_c(s,b,g)] Some parts of the approach described here and in Nicola et al., (2023b, 

subm.) are not clear to me in particular: How do you define the critical access depth in 
function of "g".  Why do you call it "critical"? It should be a kind of threshold? How do you
define "g" the portion of grounding line reached at a certain access depth (is it the lenght
of the grounding line along the horizontal dimension?)

- [lowest] lowest means? Deepest?
- [connection] what does it mean syntactically to connect the open ocean with a fraction 

"g"?
- [grounding line fraction g] "g" is not defined and is a foundational element. (Also in 

Nicola et al., 2023). Also it is worth making some examples to understand the 
connection between d_c and g. How do you consider flooding of the cavities if the 
grounding line is not reached by the warm water mass?

The access depth map is a 2-dimensional horizontal product that shows the deepest possible 
connection to the open ocean for every grid point on the continental shelf. We compute this map
with the flood-fill algorithm described in Nicola et al (in discussion). As we are interested in the 
access depths at the grounding line, we “evaluate” the 2D access depth map at the grounding 
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line position, by using only grid points that are marked as grounding line points for the further 
analysis. We take this sparse map of access depths which only has values along the grounding 
line to compute critical access depths.
The critical access depths (d_c) are defined as the deepest bathymetric connection between the
open ocean and the grounding line. As the individual grounding line grid points show a wide 
range of depths, we need to decide what part of the grounding line we are interested in. 
However, it is difficult to set a uniform threshold (e.g. 10% or 50%) to define the amount of 
grounding line that needs to be reached, in order to be significant for the overall melting in the 
cavity.
We calculate the critical access depths d_c by looping through the depth column in steps of 1m,
starting at -1800m until reaching the surface (0m). For each depth level and basin, the algorithm
checks which percent of the grounding line can be reached by evaluating the sparse access 
depth map described above. So for g=50% for example, the critical access depth d_c(g=50%) is
the level, where 50% of the grounding line points in the entire basin have an access depth map 
entry at the same level or deeper. We do this calculation for all basins and the whole range of g 
values (10%, 15%, 20%, …, 85%, 90%). 

[Section 2.3, l.158-159]
In order to assess the induced changes, we evaluate …

- what do you mean? maybe evaluate -> consider?
… the vertical column of ocean temperature (T_csb) and salinity (S_csb) at the continental-shelf
break (horizontal position where topography follows z = −1800 m isobath).

- you mean the temperature of a vertical column of water at the continental shelf break?
We take the dataset by Jourdain et al. (2020) and “read” temperature and salinity values at 
certain locations. The horizontal position is determined as the continental-shelf break mask (z=-
1800m), whereas the vertical position is given by the critical access depth d_c (see also little 
circles in Figure 1).  “Extracting” the values at these locations results in horizontal data vectors, 
which we reduce to scalar values by taking the horizontal mean (T_csb bar). In our opinion the 
verb “to evaluate” is a better formulation to describe this than “to consider”.

[Section 2.3, l.160-161]
We define the mean continental-shelf temperature T_csb(s, b, g) as the horizontal average of 
T_csb in basin b at critical access depth d_c(s, b, g), …

- You mean the mean continental-shelf "break" temperatures? The mean temperature on 
the continental shelf would be very different

Thanks for spotting this mistake! Indeed we mean the continental-shelf break temperatures 
here. We corrected this in the manuscript. 

… similar to Nicola et al. (2023b, subm.).
- Where exactly? eq. (3) (4)? Again the average computed there is only on the continental

shelf break
Yes, we are referring to Eq. 3 here of the current manuscript of Nicola et al (in review). We 
added this reference to our manuscript. As pointed out above, Nicola et al. (in review) compute 
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the temperatures/ salinities at the continental-shelf break and the calving front, we are only 
interested in the continental-shelf break position for this work.  

[Section 2.3, l.165-162]
As in Nicola et al. (2023b, subm.), we use the ISMIP6 climatology dataset (Jourdain et al., 
2020), which contains potential temperature and practical salinity data points averaged over the
period 1995-2017, available at a 8 km x 8 km horizontal and 60 m vertical resolution.

- Understanding how reliable your ocean input is is key. State briefly where the data of the
ISMIP6 database was obtained from and state the main biases and limitations in the 
discussion (@ line 393)

Thanks for pointing this out. We will add this to the discussion in a revised version of the 
manuscript.

[Section 2.4, l. 171-173]
PICO parameterizes the vertical overturning circulation in ice-shelf cavities driven by melt-
induced buoyancy fluxes, extending the box model by Olbers and Hellmer (2010) to two 
horizontal dimensions. The module takes ocean temperature and salinity at continental shelf 
depth as input, averaged horizontally per basin.

- Doesn't the module also neet T_cf, S_cf along the calving front as well (as stated in 
Nicola et al., 2023b)? So are you really using mean shelf-break temperature and salinity 
to drive PICO? This seems wrong.

Our baseline for PICO input temperatures (present-day case) is the same setup as in Reese et 
al. (2023), where temperatures and salinities on the continental shelf are used (modified from 
Schmidtko et al. (2014)). For the different RSL configurations (LGM15k, icefree, yr2300) we add
inferred anomalies at the continental-shelf break to the PICO baseline input. We therefore 
never apply ocean data at the continental-shelf break directly as PICO input. 

[Section 2.5, l.203-205]
While the climate forcing reflects an upper end estimate, the dynamic ice-sheet response does 
not include structural uncertainties of ice sheet behaviour such as the Marine Ice Cliff Instability 
(MICI), which can potentially increase Antarctic ice loss by a multiple (IPCC AR6 WG1 Ch. 
9.6.3.5, Fox-Kemper et al., 2021)

- use another expression
We have changed the phrasing to

[...] which can potentially increase Antarctic ice loss by a factor up to 4 [...]
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[Figure 6, caption]
- These panel plots are really interesting but a little bit small.
- I'd suggest, if possible, to add bars to indicate which basins are in East Antarctica, in 

West Antarctica or in the Amundsen Sea and in the Ant. Peninsula to give a bulk idea of 
where we are looking at.

- Alternatively add a legend next to the panel to indicate the names of the basins so there 
is no need for the reader to switch to Figure 2

We thank the reviewer for the nice suggestions and will consider them when preparing the 
revised manuscript.

[Section 3.3, l.353-354]
The icefree scenario also shows the important influence of critical access depth with respect to 
the thermocline depth and vertical gradients: …

- I would say this is a limit of the method. A ticker layer of CDW on the shelf break could 
potentially affect basal melting, as well as a bigger reservoir of shelf water. Relying only 
on the extracted temperature and salinity at a specific depth does not necessarily reflect 
the actual interaction with the ice shelves.

We agree that this is a weakness of our methodology and thanks for raising this point. As 
written in the general comments above, we will add this to the discussion in a revised 
manuscript.

[Section 3.4, l.381-384]
This is a relevant but much smaller effect than the changes induced by climate change as 
expected in the upcoming centuries, e.g. with an average increase of basal mass balance by 
+450 % projected until 2300 by Greve et al. (2023), or the 13-fold increase of mean basal melt 
rate in Mathiot and Jourdain (2023, in discus.)

- in Greve et al., 2023 they say "increase in magnitude" because the balance is negative.
Correct. Some define the basal mass balance negative when ice is lost, some positive as a 
vector (as we do). To be consistent within our manuscript, we think it is appropriate to transfer 
the definition used in Greve et al. (2023) to our convention. 

[Section 4, l.400-402]
Instead, we add the RSL induced changes in ocean properties at the continental-shelf break as 
anomalies to present-day ocean forcing located inside the ice-shelf cavities.

- Applying the anomalies directly inside the ice shelf cavities without some parametrisation
of water masses transformation seems wrong.

PICO provides ice-shelf melt (and refreezing) estimates for given ocean temperature and 
salinity estimates (outside the cavity) for one set of parameters valid for the whole Antarctic Ice 
Sheet. PICO assumes a vertical overturning with entrainment on the way from the grounding 
line to the calving front, but no dynamical transformations on the way from outside the cavity to 
the grounding line are considered. Only cavity-resolving ocean models can account for those 
processes. Considering the scope of the study (estimating the maximum effect of RSL impact 
on basal melt rates), we think that the chosen approach is still valid, despite the given 
limitations.
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[Section 4, l.442-445]
For the present-day ice-sheet geometry and the different RSL change patterns, we do let the 
grounding line position adjust to associated changes in bedrock topography, as a static re-
evaluation of the floatation criterion, while we neglect the ice-dynamical adjustment to this
change in boundary conditions.

- Why not reference Figure S3 here? It seems not cited anywhere.
Thanks, that’s a very good idea. We have added the reference in the manuscript.

[Section 5, l.492-493]
We compare our estimates to similar effects induced by shifts in climatic boundary conditions, 
associated with altered wind patterns, sea ice and ocean dynamics.

- I wouldn't put it in the conclusion since the comparison is very briefly outlined in the 
discussion and only mentions the orders of magnitudes of the effectes.

Thanks for the comment. We removed the statement from the conclusions.

[Supplement, Figure S1 caption]
The global Last Glacial Maximum has been reached at ca. 26 ka BP (left), but Antarctica’s LGM 
was at around 14.5 ka BP.

- Is this a new generally accepted view or just the outcome of your simulations? In the first
case, I would add some references.

The stated timing refers to our simulations here. But as pointed out in Bentley et al. (2014) it is 
commonly accepted that the global LGM is not aligning with the local Antarctic LGM:

“The use of dated timeslices also has the advantage of avoiding terms like ‘the LGM’, 
which has been used rather variably both to refer to local ice sheet maxima, and as a global 
chronostratigraphic term to refer to the period c. 26.5e19 ka BP (see Clark et al., 2009 for 
discussion). This has led to some confusion in ice-sheet syntheses. Whilst the 20 ka timeslice 
can be a useful rough proxy for the global LGM, it is clear from Anderson et al. (2002) and this 
volume that the Antarctic Ice Sheets did not reach a synchronous maximum extent, and that 
Local Last Glacial Maximum (LLGM; (Clark et al., 2009)) positions differ widely in timing.”
We have added some more information in the caption to make this clear.

[Supplement, Figure S3]
- This figure should be cited in the text, around line 443 (it seems it is not cited at all.)

However please, explain better what the figure is showing. The legend and caption
Thanks for the comment. The figure is now cited in the discussion. We will add a more verbose 
caption and legend in the revised manuscript.

[Supplement, Figure S4]
- Include the continental shelf for comparison with the continental shelf break. Add 

standard deviation both in time and space for each basin. Also in Figure S5.
Thanks for the suggestions. The ISMIP6 dataset (Jordain et al., 2020) is not time evolving, so 
we cannot show temporal variations. We will try to find a useful visualization for the spatial 
variability.
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[Supplement, Figure S6]
- increase a little the label size.

Thanks for the comment. We will try a bigger label size.

[Supplement Figure S7]
- Make the plot bigger if possible. also Figure S8

Thanks for the comment. We have increased the figure size.
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