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Abstract. Urban areas are responsible for more than 40 % of global energy-related carbon dioxide (CO2) emissions. The 

Tokyo Metropolitan Area (TMA), Japan, one of the most populated regions in the world, includes various emission sources, 

such as thermal power plants, automobile traffic, and residential facilities. In order to infer a top-down emission estimate, we 15 

conducted an intensive field campaign in the TMA from February to April 2016 to measure column-averaged dry-air mole 

fractions of CO2 (XCO2) with three ground-based Fourier transform spectrometers (one IFS 125HR and two EM27/SUN 

spectrometers). At two urban sites (Saitama and Sodegaura), measured XCO2 values were generally larger than those at a rural 

site (Tsukuba) by up to 9.5 ppm, and average diurnal variations increased toward evening. To simulate the XCO2 enhancement 

(DXCO2) resulting from emissions at each observation site, we used the Stochastic Time‐Inverted Lagrangian Transport 20 

(STILT) model driven by meteorological fields at a horizontal resolution of ~1 km from the Weather Research Forecast (WRF) 

model, which was coupled with anthropogenic (large point source and area source) CO2 emissions and biogenic fluxes. 

Although some of the diurnal variation of DXCO2 was not reproduced and plumes from nearby large point sources were not 

captured, primarily because of a transport modeling error, the WRF–STILT simulations using prior fluxes were generally in 

good agreement with the observations (mean bias, 0.30 ppm; standard deviation, 1.31 ppm). By combining observations with 25 

high-resolution modeling, we developed an urban-scale inversion system in which spatially resolved CO2 emission fluxes at 

>3 km resolution and a scaling factor of large point source emissions were estimated on a monthly basis by using Bayesian 

inference. The XCO2 simulation results from the posterior CO2 fluxes were improved (mean bias, –0.03 ppm; standard 

deviation, 1.21 ppm). The prior and posterior total CO2 emissions in the TMA are 1.026 ± 0.116 and 1.037 ± 0.054 Mt-CO2 

d–1 at the 95% confidence level, respectively. The posterior total CO2 emissions agreed with emission inventories within the 30 

posterior uncertainty, demonstrating that the EM27/SUN spectrometer data can constrain urban-scale monthly CO2 emissions. 
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1 Introduction 

The steady increase of atmospheric greenhouse gas (GHG) concentrations has accelerated recent climate change. Although 35 

urban areas account for only 2-3 % of the global land surface, approximately 44 % of energy-related carbon dioxide (CO2) 

emissions come directly from urban areas (Seto et al., 2014). Urban areas are thus a main target for emission reductions, and 

many cities around the world have committed to reduce their GHG emissions through both the C40 Cities Climate Leadership 

Group (https://www.c40.org/) and city-specific programs. To support urban emission reduction strategies, a variety of efforts 

are currently underway to build emission inventories with high spatial and temporal resolution. These inventories estimate 40 

GHG emissions by using a bottom-up approach, in which the total emissions from each source category are calculated by 

multiplying activity data (e.g., fuel consumption, traffic counts, housing statistics) by emission factors indicating GHG 

emissions per unit of activity. Because such detailed inventories have been developed only for certain cities, another type of 

global emissions database has been developed that relies on spatial proxies (e.g., night lights, population) to downscale total 

emissions at national or sub-national scales. Gurney et al. (2019), however, have reported large discrepancies between 45 

downscaled and bottom-up fossil fuel CO2 emissions at the urban scale, largely due to large point sources and road traffic. 

Independent verification of these emissions datasets is highly desirable, and atmospheric observations are increasingly being 

used for this purpose. Emissions can be estimated at fine scale from atmospheric observations of GHG concentrations by using 

high-resolution atmospheric transport models in a top-down inversion approach. Networks of in situ GHG observation stations 

providing both operational observations and emission estimates have been established in several megacities (e.g., McKain et 50 

al., 2012; Lian et al., 2022; Lauvaux et al. 2016; Sargent et al., 2018). In addition, emission estimates have been obtained by 

conducting aircraft-based measurement campaigns over megacities (Ahn et al., 2020; Pitt et al., 2022) and by using laser 

absorption spectroscopy for 2-D tomographic measurements (Lian et al., 2019). For the Tokyo Metropolitan Area (TMA), 

Japan, the most populous metropolitan area in the world, Pisso et al. (2019) estimated anthropogenic CO2 fluxes during the 

winters of 2005–2009 at a spatial resolution of 20 km × 20 km from in situ measurements obtained by tower- or ground-based 55 

instruments (Tsukuba, Kisai, and Dodaira) and commercial aircraft-based instruments (over Narita) by an inverse analysis 

with a Lagrangian transport model. Recently, the number of tower- and ground-based observation sites in the TMA have been 

expanded, and additional atmospheric components and isotopes are being measured (Sugawara et al., 2021). 

Compared with surface point measurements, total column measurements are less sensitive to changes in the height of the 

planetary boundary layer (PBL) (Olsen and Randerson, 2004; McKain et al., 2012). Therefore, column measurements help to 60 

both mitigate PBL height errors in an atmospheric inversion system (Gerbig et al., 2008) and disentangle the effects of 

atmospheric mixing from the exchange of carbon between the surface and the atmosphere (Wunch et al., 2011). In addition, 

column data obtained in urban areas include information about emissions over a broader spatial domain than surface point 

data. Babenhauserheide et al. (2020) have estimated CO2 emissions from Tokyo by conducting a statistical analysis of long-

term measurements of column-averaged dry-air CO2 mole fractions (XCO2) obtained with a ground-based high-resolution 65 

Fourier transform spectrometer (FTS, IFS 125HR, Bruker Optics) located at Tsukuba, about 50 km away from Tokyo, together 

with wind data obtained from operational radiosonde observations. GHG emissions from several megacities have been 

characterized by field campaigns conducted with multiple portable FTSs (EM27/SUN, Bruker Optics) (e.g., Hase et al., 2015; 

Makarova et al., 2021). Comparison of observed XCO2 and column-averaged dry-air methane mole fraction (XCH4) values 

with simulation results obtained by high-resolution transport modeling demonstrated that the simulations could capture XCO2 70 

and XCH4 gradients between upwind and downwind sites (Vogel et al., 2019; Zhao et al., 2019, 2022). Furthermore, emissions 

from megacities have been estimated from XCO2 and XCH4 data with Lagrangian transport models (Ionov et al., 2021; Jones 

et al., 2021; Hedelius et al., 2018). Cusworth et al. (2020) have estimated spatially resolved CH4 emissions in the Los Angeles 

basin at a resolution of 3 km × 3 km from operational surface and column data. Meanwhile, permanent city observatories with 

the EM27/SUN spectrometers are emerging (e.g., Dietrich et al., 2021). 75 

In the present study, we performed an observation campaign using two EM27/SUN FTSs and the Tsukuba IFS 125HR FTS to 
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constrain CO2 emissions around Tokyo during late winter and early spring, when the proportion of clear days is high and the 

contribution of the biogenic flux to CO2 fluctuations is minor. We constructed CO2 emission inventories with more accurate 

information on both the locations and emissions of large point sources. Anthropogenic CO2 emissions from area sources and 

large point sources were estimated separately using this inventory as the prior. In addition, the area source emission estimates 80 

with higher spatial resolution allow verification of the emissions reported by each administrative division. To simulate 

atmospheric transport at high spatiotemporal resolution, we used a Lagrangian transport model, the Stochastic Time-Inverted 

Linear Transport (STILT) model, driven by the Weather Research and Forecasting (WRF) model (Lin et al., 2003; Nehrkorn 

et al., 2010). We estimated spatially resolved anthropogenic CO2 emissions by an inverse analysis and then evaluated the 

estimated monthly CO2 emissions against inventory-based fossil fuel CO2 emissions in the TMA. In Sect. 2, we describe the 85 

XCO2 measurements by ground-based FTSs at three observation sites in the TMA. Section 3 presents a methodology for 

modeling XCO2 enhancements at the observation sites using the atmospheric transport model and prior emission data, and a 

framework for estimating anthropogenic CO2 emissions through Bayesian inference. In Sect. 4, we show the results of the 

XCO2 measurements and simulations and discuss the posterior emission estimates. 

2 Measurements during the observation campaign in the TMA 90 

An observation campaign with portable FTSs and the Tsukuba FTS (the 2016 Tokyo campaign) was conducted in the TMA 

from February to April 2016. Here, the TMA is defined as a rectangular region that includes the urban areas of Kanagawa, 

Chiba, Saitama, Ibaraki, Tochigi, and Gunma prefectures as well as the Tokyo metropolis (Fig. 1). The United Nations reports 

that “Tokyo”, with approximately 38 million inhabitants, is the world’s most populous area and accounts for 30.1 % of the 

total population of Japan (United Nations, 2018), although the boundaries used to define Tokyo by the United Nations are not 95 

the same as those used here. On the one hand, the city-center of the TMA, primarily because of its intense economic activity 

and high population density, is a strong source of anthropogenic CO2 emissions (Saito et al., 2023), and there are a multitude 

of point sources with large emissions (large point sources), such as power plants and steel plants, along the shores of Tokyo 

Bay. On the other hand, the TMA is surrounded by evergreen broadleaf and deciduous broadleaf forests, which contribute to 

temporal variations in biogenic CO2 fluxes. The 2016 Tokyo campaign was conducted from late winter to early spring, when 100 

biological activity within the TMA was dormant; thus, it was likely responsible for much smaller changes in CO2 

concentrations than the anthropogenic activity. 

We used measurement data from the ground-based high-resolution FTS operated as part of the Total Carbon Column 

Observing Network (TCCON, Wunch et al., 2011) at the National Institute for Environmental Studies (NIES) (35.0513° N, 

140.1215° E, 31 m above sea level (asl)) in Tsukuba (Morino et al., 2018). Additionally, we used data from two EM27/SUN 105 

spectrometers (SN38 and SN44) throughout the campaign period and a third EM27/SUN spectrometer (SN63) beginning in 

the middle of the campaign. Considering the prevailing wind direction in this winter/early spring (i.e., northwesterly) and 

proximity to anthropogenic emission sources, we deployed the SN38 EM27/SUN spectrometer at Saitama University 

(35.8636° N, 139.6081° E, 28 m asl) and the SN44 EM27/SUN spectrometer at Sodegaura City Hall (35.4297° N, 139.9545° 

E, 14 m asl) from 16 February 2016 to 6 April 2016 (Fig. 1). The SN63 EM27/SUN spectrometer began operation at Tsukuba 110 

on 3 March 2016 and has since been continuously operated as part of the Collaborative Carbon Column Observing Network 

(COCCON, Frey et al., 2019). Before and after the observations at the three sites, we conducted side-by-side measurements 

with the EM27/SUN instruments and the TCCON instrument at NIES for approximately one week each time (3-10 February 

and 11-20 April). 

The EM27/SUN instrument measures direct solar absorption spectra from 4000 to 11,000 cm-1 in the short-wavelength infrared 115 

(SWIR) region (Gisi et al., 2012). At the time of the 2016 Tokyo campaign, the participating EM27/SUN spectrometers were 

equipped with only one InGaAs detector, and column amounts of CO2, CH4, water vapor, and oxygen were obtained from the 
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SWIR spectra. The spectral resolution was 0.5 cm-1, which corresponds to an optical path difference of 1.8 cm. Interferograms 

were continuously acquired every 6 s, and every 10 interferograms (five each from the forward and backward scans) were 

averaged and recorded (i.e., a sampling interval of about 1 min). If the weather permitted, EM27/SUN measurements at 120 

Saitama were made from sunrise to sunset, whereas the measurements at Sodegaura were made between approximately 09:00 

Japan Standard Time (JST) and sunset, reflecting the office hours of the city hall. For retrieval processing, we used GGG2014 

software, which is also used for processing the TCCON spectra (Wunch et al., 2015).  

The EM27/SUN data were averaged in 15-min bins. Chen et al. (2016) derive an optimal integration time of 10 to 20 min, 

based on the Allan variance of two sets of EM27/SUN data from side-by-side measurements. However, they used a shorter 125 

integration time of 5 min to derive the EM27/SUN differences between upwind and downwind of local emission sources. In 

the present study, we found that it is difficult for the XCO2 simulation to accurately reproduce the times at which point source 

plumes are observed (Sect. 4.2), and a comparison of the simulations and observations at short time intervals is not beneficial. 

Thus, we adopted an integration time of 15 min for the EM27/SUN data. 

To ensure consistency among the instruments, we determined correction factors for XCO2 and XCH4 values based on the side-130 

by-side measurements performed at NIES before and after the field campaign. The SN63 EM27/SUN data, which were bias-

corrected against coincident aircraft measurements (Ohyama et al., 2020), were used as reference data. The instrumental line 

shape of the SN44 EM27/SUN deviated greatly from that of an ideal instrument because of its imperfect alignment (Frey et 

al., 2019); therefore, airmass-dependent correction factors (ADCFs) were derived in addition to airmass-independent 

correction factors (AICFs). The procedure for determining these correction factors is described in detail in Ohyama et al. 135 

(2021). The resulting correction factors C0 (AICF) and C1 (ADCF) in Eq. (1) of Ohyama et al. (2021) were 1.0028 and 0.0096, 

respectively, for the SN44 EM27/SUN XCO2 data. The C0 value of the SN38 EM27/SUN XCO2 data was 1.0006. The C0 and 

C1 values of SN44 EM27/SUN XCH4 data were 1.0101 and 0.0021, respectively, and the C0 value of the SN38 EM27/SUN 

XCH4 data was 1.0017. Comparisons of the bias-corrected EM27/SUN data with the SN63 EM27/SUN data are shown in Fig. 

S1. Each of the EM27/SUN data points was averaged per 15-min bin. After the bias correction, the SN38 and SN44 EM27/SUN 140 

XCO2 data differed from the SN63 EM27/SUN XCO2 data by (mean ± 1s) –0.01 ± 0.17 ppm and 0.06 ± 0.16 ppm, respectively, 

and the SN38 and SN44 EM27/SUN XCH4 data differed from the SN63 EM27/SUN XCH4 data by –0.09 ± 0.97 ppb and 0.39 

± 0.88 ppb, respectively. In the present study, the Tsukuba TCCON data were also scaled to be consistent with the SN63 

EM27/SUN data by using C0 values of 0.9977 for XCO2 and 0.9985 for XCH4. Figure 2 shows time series of the bias-corrected 

XCO2 and XCH4 data observed with the four spectrometers during the campaign period, including the side-by-side 145 

measurements at the Tsukuba site. 

3 Methodology for the CO2 emission estimation 

3.1 Lagrangian transport model 

We used the STILT model (Lin et al., 2003; Fasoli et al., 2018) coupled with meteorological fields from the WRF model 

(hereafter WRF–STILT; i.e., STILT driven by meteorological fields from WRF) to simulate atmospheric transport as required 150 

for inversion of the CO2 emission data. STILT calculates the trajectory of particles from a “receptor” location and generates a 

footprint that represents the sensitivity of the CO2 mole fraction to be measured at the receptor location to upwind emissions. 

This footprint (concentration per unit flux; ppm/(mol/m2/s)) corresponds to the Jacobian matrix used for inverse analysis of 

CO2 emissions. We used WRF meteorological fields generated at a horizontal resolution of approximately 1 km to drive STILT 

(described in detail in Sect. 3.2). We ran the model at 14 receptor levels (25, 50, 75, 100, 150, 200, 300, 400, 600, 800, 1000, 155 

1500, 2000, and 2800 m above ground level) over each observation site (Jones et al., 2021), and an ensemble of 1000 particles 

for each altitude was traced backwards in time for 24 h. We varied the location (latitude and longitude) of the receptor along 

the line-of-sight of the EM27/SUN pointing toward the sun to accord with the receptor level. The hourly footprints for each 



 5 

grid were computed by considering the PBL height and the residence time of particles traveling within the lower PBL (Lin et 

al., 2003). The footprint calculations were performed every 15 min from 09:00 to 17:00 JST at a spatial resolution of 30 arcsec 160 

(approximately 1 km) within 34.975° N–36.625° N and 138.900° E–140.875° E (Fig. 1).  

The hourly footprints calculated over the STILT run time (24 h) at a given time were weighted by temporal correction factors 

of CO2 emissions (described in Sect. 3.3) and aggregated in each grid cell. From the summed footprints at each altitude, we 

then calculated the pressure-weighted column-average footprint, taking account of the column-averaging kernel of the 

EM27/SUN spectrometer (Rodgers and Connor, 2003; Jones et al., 2021). The footprints generated by STILT were then 165 

multiplied with spatially resolved emission inventories for anthropogenic and biogenic fluxes separately to determine the 

spatially resolved contributions (in ppm) of the surrounding emission sources. The change in XCO2 (DXCO2) at each 

observation site was obtained by summing the contributions over all grid cells and serves for the forward modeling. We 

separated the anthropogenic flux into large point source and area source emissions, as described in Sect. 3.3. We thus 

considered three types of fluxes: large point source emissions, area source emissions, and the biogenic flux. 170 

3.2 Meteorological fields from WRF model 

To drive the STILT model, we used meteorological fields simulated using the Advanced Research WRF model (WRF–ARW 

version 3.9.1.1; Skamarock et al., 2008). As meteorological initial and lateral boundary conditions for the WRF simulation, 

we used grid point value (GPV) data produced by the mesoscale forecast model (MSM) of the Japan Meteorological Agency 

(JMA) (MSM–GPV; JMA, 2019). The MSM–GPV data have 17 vertical layers, including the surface layer with a spatial 175 

resolution of 0.0625° ´ 0.0500° and 16 pressure levels (from 1000 to 100 hPa) with a spatial resolution of 0.125° ´ 0.100°. 

Although the MSM–GPV data provide 3-hourly forecast values, only the initial values of each forecasting cycle were used in 

this study. The initial and lateral boundary conditions of soil temperature and moisture were obtained from final operational 

global analysis and forecast data (GDAS/FNL) of the National Centers for Environmental Prediction (NCEP) with a spatial 

resolution of 0.25° ´ 0.25° (NCEP, 2015). Because the spatial resolution of the MSM–GPV data at the 16 pressure levels was 180 

~10 km, the WRF model was configured with two modeling domains (d01 and d02 in Fig. S2) with horizontal resolutions of 

3 km (d01) and 1 km (d02), with one-way grid nesting. Domain 01 included not only the Kanto Plain but also the surrounding 

mountainous and marine areas, and domain 02 fully covered the TMA and was slightly larger than the domain used for the 

STILT simulations. We set 51 vertical levels extending from the surface up to 100 hPa. Land use information was taken from 

a dataset (veg_jstream) constructed by Japan’s Study for Reference Air Quality Modeling (Chatani et al., 2018). To reduce 185 

computational effort, the WRF simulations were not run for the entire campaign period but for separate intervals of 2.5-5.5 

consecutive days, which were determined so that they covered the EM27/SUN measurement days. Each simulation segment 

started at 12:00 UTC, and the first 12 h was considered spin-up time. Grid nudging toward the MSM–GPV data was applied 

to the wind field (uv), temperature (t), and the water vapor mixing ratio (q) at all levels in domain 01 with a nudging coefficient 

of 3.0 × 10-4 s-1 for each element. In domain 02, grid nudging of the wind field was applied at all levels with a nudging 190 

coefficient of 1.0 × 10-4 s-1, whereas nudging was applied to the temperature and water vapor mixing ratio only at the levels 

above the simulated PBL with a nudging coefficient of 3.0 × 10-5 s-1. The simulations for domains 01 and 02 were carried out 

with integration time steps of 15 s and 5 s, with model outputs saved every 1 h and every 15 min, respectively. For use with 

the STILT model, the wind data for domain 02 were time-averaged over the output interval of the WRF model (Nehrkorn et 

al., 2010). Table 1 summarizes the model settings and physics options used for the reference inverse analysis. 195 

In previous studies using the WRF model, the physics options of the model were set according to the studied region and period 

as well as the WRF version. In this study, we sought to select optimal physics options especially for the PBL scheme, the 

cumulus parameterization scheme, and the land surface model, all of which significantly impact the WRF calculation (Díaz-

Isaac et al., 2018), by comparing WRF (and STILT) simulation results obtained with different physics options to measurement 

data (see Sect. 4.2 for the STILT simulation). The Kain–Fritsch cumulus parameterization scheme (Kain, 2004) was applied 200 
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only in domain 01 (Table 1). Because cumulus parameterization is valid only for coarse grid resolutions (typically >10 km), 

we also ran simulations without any cumulus parameterization scheme and found little difference in the simulation results 

obtained with and without a cumulus parameterization scheme. For the land surface model, we adopted the Rapid Update 

Cycle (RUC) model (Smirnova et al., 2016) because XCO2 simulations using the RUC model reproduced the observations 

better than the other land surface models examined in Díaz-Isaac et al. (2018). We evaluated in detail the effect of different 205 

PBL schemes on the WRF simulation results because which PBL scheme is optimal depends on the location and season (e.g., 

Jeong et al., 2013). We compared the modeled wind fields with observational data from Automated Meteorological Data 

Acquisition System (AMeDAS) stations operated by the JMA (https://www.jma.go.jp/jma/en/Activities/amedas/amedas.html). 

Because wind fields directly influence atmospheric transport patterns, it is of particular importance to assess the model 

performance of the wind fields. Here, we compared wind speed and wind direction in WRF simulations among three different 210 

PBL schemes, the Mellor–Yamada–Janjić (MYJ) scheme (Janjić, 1994), the Mellor–Yamada Nakanishi Niino Level 2.5 

(MYNN25) scheme (Nakanishi and Niino et al., 2009), and the Yonsei University scheme (Hong et al., 2006) with topographic 

correction for surface winds (Jimenez and Dudhia, 2012) (YSU+topo), and we also compared the fifth-generation atmospheric 

reanalysis (ERA5) data at 0.25° spatial resolution (Hersbach et al., 2020) with data from the five AMeDAS stations within the 

TMA (Fig. 1): Saitama (35.8761° N, 139.5868° E, 18 m asl), Tokyo (35.6916° N, 139.7532° E, 56 m asl), Haneda (35.5636° 215 

N, 139.7896° E, 16 m asl), Chiba (35.6028° N, 140.1040° E, 51 m asl), and Kisarazu (35.3623° N, 139.9402° E, 68 m asl). 

Comparison of wind speed and wind direction between the models and observations (see Fig. S3 for the Tokyo site) showed 

that the model data could generally reproduce the observed temporal variations in the wind fields and demonstrated the model’s 

capability to simulate reasonable meteorological fields for driving the transport of trace gases. Tables 2 and 3 summarize the 

mean differences (biases) between the models and observations and their standard deviations for wind speed and wind direction, 220 

respectively. The WRF MYJ scheme had the lowest bias in wind speed and the smallest standard deviation in wind direction, 

whereas the ERA5 results were the best for the standard deviation in wind speed and the bias in wind direction. Among the 

tested PBL schemes of the WRF model, the wind fields obtained with the MYJ scheme were optimal. XCO2 simulations using 

these meteorological fields are assessed in Sect. 4.2.  

3.3 Anthropogenic and biogenic CO2 fluxes 225 

For the prior estimate of anthropogenic CO2 emissions, we used the 2020b version of the Open-source Data Inventory for 

Anthropogenic CO2 (ODIAC 2020b), which is a global high-resolution (30 arcsec) monthly fossil fuel CO2 emissions database 

(Oda and Maksyutov, 2015; Oda et al., 2018). The high-resolution ODIAC emission map was created by spatially 

disaggregating the national CO2 emissions using the large point source database and proxy data associated with emissions. 

The locations and magnitudes of large point source emissions in ODIAC are taken from the Carbon Monitoring for Action 230 

(CARMA) database (https://www.cgdev.org/topics/carbon-monitoring-action). The rest of the national emissions (referred to 

as area source emissions because line source emissions are not explicitly included in ODIAC) are distributed based on the 

spatial patterns of night lights data collected by satellites. We pinpointed large point sources such as power plants and steel 

plants on the CO2 emission map of ODIAC 2020b in March 2016 with the aid of high-resolution satellite imagery (Fig. 3a). 

The locations of large point sources in the ODIAC are not exact, likely because of the large uncertainty of the CO2 emission 235 

source information in the CARMA database (Gurney et al., 2019). We therefore customized the ODIAC data by a two-step 

process. First, grid cells with CO2 emissions larger than a given threshold (>104 tons of carbon per month) were replaced with 

the averaged value of the neighboring eight grid cells. We regarded these secondary emissions as area source emissions. 

Second, annual emissions from large point sources, which are available upon request from the Ministry of the Environment of 

Japan under the GHG Emissions Accounting, Reporting, and Disclosure System (https://ghg-santeikohyo.env.go.jp/), were 240 

converted to monthly values and added to the area source emissions. The emission map corrected for the large point sources 

(referred to as the LPS-corrected ODIAC; Fig. 3b) was used as the prior estimate. Large point source and area source emissions 



 7 

comprised 37 % and 63 %, respectively, of the LPS-corrected ODIAC data. In addition to this correction, weekly and diurnal 

scaling factors from the Temporal Improvements for Modeling Emissions by Scaling (TIMES) model developed by Nassar et 

al. (2013) were applied to the ODIAC data to temporally downscale the monthly ODIAC product. 245 

A bottom-up fossil fuel emission inventory in Japan with a spatial resolution of approximately 1 km × 1 km, the Multiscale 

Overlap Scheme for Analyzing national Inventory of anthropogenic CO2 (MOSAIC), was used in a complementary manner 

(described in Sect. 4.3) (Saito et al., 2023). This emission inventory provides monthly data obtained by using Japanese 

government statistics for all socio-economic activities of Japanese society. The inventory comprises fossil fuel CO2 emissions 

from eight sectors: electricity generation, waste incineration, civil aviation, waterborne navigation, road transportation, 250 

industrial and commercial sources, residential sources, and agricultural machine use. The locations and emission magnitudes 

of the large point sources in the electricity generation sector were corrected using the same method applied to the ODIAC data. 

Note that this study used MOSAIC emission data for 2015, which were the only MOSAIC data available when the study was 

carried out. 

To account for the influence of biogenic CO2 on the observed DXCO2 values, we used biogenic CO2 fluxes calculated by a 255 

terrestrial biosphere model. Specifically, hourly net ecosystem exchange (NEE) data from the Vegetation Integrative SImulator 

for Trace gases (VISIT) model, referred to as VISITc, were adopted as the biogenic CO2 flux data. The NEE data were 

combined with green vegetation fraction (GVF) data to downscale them. The NEE data reflect the CO2 flux between the 

terrestrial biosphere and the atmosphere and are obtained as the difference between ecosystem respiration (RE) and gross 

primary productivity (GPP) in the VISITc data (RE - GPP). Whereas the initial VISIT products provided monthly fluxes with 260 

a 0.5° spatial resolution (Ito and Inatomi, 2012), the VISITc products provide hourly-resolved fluxes composited with 

meteorological input data from the Climate Forecast System Reanalysis (CFSR) versions 1 and 2 (Saha et al., 2010) and ERA-

Interim (Dee et al., 2011). The VISITc model operates on the same grid as the CFSR data (i.e., approximately 0.31° × 0.31°). 

The original VISIT model simulates the terrestrial biogeochemical cycle with a monthly resolution considering minor carbon 

flows, such as the effect of land-use change and fire disturbance, that directly affect variability in GPP and RE (Ito, 2019). 265 

These effects, however, were not adopted in VISITc, so this study scaled the GPP and RE data derived from VISITc to those 

of original VISIT in every month and every grid. Furthermore, to better characterize the spatial distribution of biogenic CO2 

fluxes, we spatially downscaled the hourly VISITc NEE data using GVF data from the Visible Infrared Imaging Radiometer 

Suite (VIIRS) sensor onboard the Suomi National Polar-orbiting Partnership satellite (VIIRS Global Green Vegetation 

Fraction). The GVF data are produced with an approximately 4-km spatial resolution on a daily basis from the past 7 days of 270 

VIIRS observations (Ding and Zhu, 2018). The GVF parameter, which represents how much downward solar insolation is 

intercepted by the canopy, is used as a scaling parameter for the biogenic flux. Following the method of Ye et al. (2020), the 

original GVF data (Fig. 4a) were first averaged into the VISITc grid. Then, the VISITc NEE data (Fig. 4b) and the re-gridded 

GVF data were interpolated bilinearly into the 1 km × 1 km grid. The ratio of the original GVF to the interpolated GVF was 

multiplied by the interpolated NEE data to produce the downscaled NEE data (Fig. 4c). Finally, the downscaling process was 275 

conducted in a manner that ensured all original sums of the NEE data from the TMA were preserved following the downscaling. 

We note that the effective spatial resolution of the downscaled biogenic fluxes is about 4 km, although they were generated on 

a 1 km × 1 km grid. 

3.4 Forward model 

XCO2 measurements at a given location are quantitatively related to the presumed surface CO2 fluxes via the forward model 280 

H, 

𝒚 = 𝑯(𝒙, 𝒃) + 𝜺,         (1) 

where y denotes the measurement vector (n × 1), x is the state vector to be retrieved (m × 1), b is the vector consisting of fixed 
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physical quantities, and e is the measurement error vector. In the present study, the state vector x includes spatially resolved 

fluxes for the area source emissions and a scaling factor for the large point source emissions. Because the geolocations of large 285 

point sources are precisely prescribed (at the grid cell scale of ~1 km), the emissions from the large point sources are treated 

separately from the area source emissions, which have large uncertainty in their spatial distribution. To simplify the inversion, 

the biogenic flux was allocated to the fixed vector b. Note that the contribution of biogenic flux to the simulated DXCO2 was 

small compared to that of anthropogenic flux and the differences among DXCO2 calculated from four different biogenic flux 

products are also small (Sect. 4.2). The forward model simulates XCO2 values at the urban sites (Saitama or Sodegaura) as 290 

follows: 

𝑯(𝒙, 𝒃) = ΔXCO2 STILT
   urban (𝒙, 𝒃) + XCO2

   BG(𝒙, 𝒃),                                                        (2) 

where ΔXCO2 STILT
   urban  is the XCO2 enhancement at the urban sites simulated by the pressure-weighted footprint and the surface 

fluxes, and XCO2
   BG is the background value. We calculated the DXCO2 values as follows: 

ΔXCO2 STILT
   urban (𝒙, 𝒃) = 𝑭aggr

urban 𝒙area + 𝑭fine
urban 𝒃point  𝑥point + 𝑭fine

urban 𝒃bio,                                       (3) 295 

where 𝑭fine  and 𝑭aggr  are the original and the spatially aggregated footprints, respectively. 𝒙area  and 𝑥point  are the 

emission flux vector for area sources and the (scalar) scaling factor for large point sources, respectively. 𝒃point  and 𝒃bio are 

the emission flux vectors for large point sources and biogenic sources, respectively. The DXCO2 values resulting from the 

large point source emissions and biogenic fluxes were calculated from the original footprints with a spatial resolution of 

approximately 1 km × 1 km (0.0083° × 0.0083°). For area source emissions, however, we re-gridded the original footprints to 300 

a spatial resolution of 0.025° × 0.025° to degrade the spatial resolution for the inverse analysis. First, the area source emissions 

were summed for each 0.025° × 0.025° grid cell. Then, individual footprints for the 0.025° × 0.025° grid were derived by 

dividing the sum of the nine XCO2 contributions for the 0.0083° × 0.0083° grid by the emissions for the 0.025° × 0.025° grid. 

We assumed that the XCO2 values at Tsukuba approximately represent background air, as there are lower CO2 emissions 

around Tsukuba (Fig. 3) and the XCO2 values observed at Tsukuba were systematically lower than those at the other urban 305 

sites, which can be seen from the XCO2 values in Fig. 2a. However, the observations at Tsukuba are not strictly background; 

they are affected by emissions from the TMA (Babenhauserheide et al., 2020). We therefore obtained the background XCO2 

values by subtracting the simulated DXCO2 values at the Tsukuba site (ΔXCO2 STILT
   Tsukuba) from the Tsukuba TCCON XCO2 

values (XCO2 TCCON
   Tsukuba): 

XCO2
   BG(𝒙, 𝒃) = XCO2 TCCON

   Tsukuba − ΔXCO2 STILT
   Tsukuba(𝒙, 𝒃) 310 

= XCO2 TCCON
   Tsukuba − (𝑭aggr

Tsukuba 𝒙area + 𝑭fine
Tsukuba 𝒃point  𝑥point + 𝑭fine

Tsukuba 𝒃bio).                          (4) 

The background values were presumed to be common to the three sites, given the proximity of the sites. When there were no 

data available from the Tsukuba site, CarbonTracker CT2019B XCO2 data (CT2019B.xCO2) (Jacobson et al., 2020) were 

used for background values independent of local time. The average CarbonTracker data of two grids centered over the ocean 

east of the TMA (35.0° N, 142.5° E and 37.0° N, 142.5° E) were used. We note that from February to April 2016, the mean 315 

difference between the CarbonTracker data (13:30 LT) and the Tsukuba TCCON data (average of 12:00-15:00 LT) 

(CarbonTracker minus TCCON) was -0.18 ppm with a standard deviation of 0.72 ppm. In the following simulations and 

inverse analyses, only the TCCON data were used as the measurement data at Tsukuba, since the SN63 EM27/SUN 

measurements started in the middle of the campaign (as described in Sect. 2). 

The simulations were performed when EM27/SUN measurements at Saitama or Sodegaura were available for more than 2 h 320 

per day and when two or more of the 15-min averaged data showed XCO2 differences of at least 1 ppm between the urban (i.e., 
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Saitama or Sodegaura) and Tsukuba TCCON site. At Saitama and Sodegaura, these conditions were satisfied on 15 and 11 

days, respectively, between 16 February and 23 March 2016. In addition, the simulations were limited to the time period from 

09:00 to 17:00 JST, when synchronous measurements at the three sites were made and the airmass-dependent variation in 

XCO2 was moderate. Because the time period when the forward simulations and the subsequent inverse analysis were 325 

performed was approximately one month during February and March 2016, for the prior of the anthropogenic emissions we 

used the average of the ODIAC data in February and March 2016. 

3.5 Inversion methodology 

The anthropogenic CO2 emission fluxes can be estimated from the observed XCO2 values, together with their associated 

uncertainties, through an optimization procedure. For the area source emissions, we decided to optimize the logarithm of the 330 

emission flux, with the prior errors following a Gaussian distribution, because the area source emissions from each grid cell 

differ by a couple of orders of magnitude, and the optimization of area source emissions at linear scale might lead to unphysical 

negative posterior emissions. On the other hand, the scaling factor for the large point sources was optimized at linear scale. 

These anthropogenic CO2 emissions (i.e., x) were estimated based on a Bayesian framework by minimizing the cost function, 

which consists of two terms related to the measurements and prior emissions: 335 

𝐽 (𝒙) = (𝒚 − 𝑯(𝒙))
𝑇 𝐒𝛆

−1(𝒚 − 𝑯(𝒙)) + (𝒙 − 𝒙𝐚)𝑇 𝐒𝐚
−1(𝒙 − 𝒙𝐚),     (5) 

where xa is the prior vector of x; Se is the model-observation mismatch covariance (or the measurement error) matrix (n × n); 

and Sa is the priori error covariance matrix (m × m). Because the state vector x includes the logarithm of area source emissions, 

the inverse problem is nonlinear, and an iterative approach was used to estimate the CO2 emissions (Rodgers, 2000): 

𝒙𝑙+1 = 𝒙𝑙 + [𝐊𝑇 𝐒𝛆
−1𝐊 + (1 + 𝛾) 𝐒𝐚

−1]
−1

[𝐊𝑇 𝐒𝛆
−1(𝒚 − 𝑯(𝒙𝑙)) − 𝐒𝐚

−1(𝒙𝑙 − 𝒙𝐚)],    (6) 340 

where K (= ¶y/¶x) represents the Jacobian matrix (n × m), which corresponds to a footprint obtained from the WRF–STILT 

model, l is the iteration number, and g is the Levenberg–Marquart parameter fixed at 10 (Chen et al., 2022). The posterior error 

covariance matrix was calculated with the following equation: 

 

�̂� = (𝐊𝑇 𝐒𝛆
−1𝐊 + 𝐒𝐚

−1)−1.        (7) 345 

The averaging kernel matrix represents the sensitivity of the posterior solution �̂� to the true emission state: 

𝐀 = 𝜕�̂�
𝜕𝒙 = 𝐈 − �̂�𝐒𝐚

−1,         (8) 

where I is the identity matrix. The degree of freedom for signal (DOFS), which is the trace of the averaging kernel, indicates 

the number of independent pieces of information retrieved from the observing system. As a measure of the uncertainty 

reduction after the inverse analysis, the difference between the prior flux uncertainty and the posterior flux uncertainty relative 350 

to the prior flux uncertainty, r, can be used: 

𝒓 =
(

1 − √diag[�̂�]

√diag[𝐒𝐚])
× 100.        (9) 

Because we applied weekly and diurnal correction factors from the TIMES model to the hourly footprints in summing them 

over the STILT run time, we optimized one static emission distribution during the campaign period, assuming that the temporal 

variation of the emissions followed the TIMES model. Similarly, a single average scaling factor for the large point sources 355 

was optimized from the data over the entire campaign period. Considering the numbers of the observation sites and the DXCO2 

data available for the inversion (n = 654), we aggregated the area source emissions and footprints in the original 1 km × 1 km 
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(0.0083° × 0.0083°) grids to 0.025° × 0.025° grids (m = 1921). In the sensitivity test, the resolutions of area source emissions 

and footprints were further lowered to 0.05° × 0.05° grids (m = 481) and 0.1° × 0.1° grids (m = 121) (Sect. 4.3). 

To construct the prior error covariance matrix Sa, we compared the ODIAC emission data used as the prior estimate (Fig. 5a) 360 

with the MOSAIC emission data (Saito et al., 2023). Although the two databases have similar spatial resolution, it is not the 

same, so we re-gridded the MOSAIC emission data into the ODIAC grid (Fig. 5b). Then, we aggregated both datasets into the 

0.025° × 0.025° grid used for the inverse analysis. Figure 5c shows the difference between the aggregated datasets, calculated 

as (ODIAC – MOSAIC) / (0.5 × (ODIAC + MOSAIC)) × 100. The difference between the spatial distributions of the ODIAC 

and MOSAIC data is based solely on area sources because the large point sources are common to the two datasets. Similar 365 

large spatial differences also exist among other emission inventories (Gately and Hutyra, 2017) because this kind of emissions 

database uses geospatial information or physical proxies to allocate the spatial distributions of emissions. Considering the 

standard deviation of the difference between the two datasets, we set the diagonal elements of Sa to 85 % of the prior emission 

values. For the scaling factor of the large point source emissions, we set the uncertainty to 15 % based on the temporal 

variability of monthly liquid natural gas consumed by natural gas–fired power plants of the Tokyo Electric Power Company 370 

Holdings, which were available up to March 2016 

(https://www.enecho.meti.go.jp/statistics/electric_power/ep002/results_archive.html). 

The off-diagonal elements of the prior error covariance matrix, which represent the spatial coherence between the prior flux 

uncertainties in different grid cells, were calculated according to a model of exponential decay with distance between grid cells 

(e.g., Lauvaux et al., 2016; Lopez-Coto et al., 2020). Thus, the element [i, j] of the prior error covariance matrix was given as, 375 

𝐒𝐚[𝑖, 𝑗] = 𝜎𝑖 𝜎𝑗 exp(− 𝑑𝑖,𝑗 𝐿s⁄ ),        (10) 

where si (sj) represents the uncertainty of the emissions in grid cell i (j), di,j is the distance between grid cells i and j, and Ls is 

the spatial correlation length of the prior flux uncertainties. To determine the spatial correlation length of the prior flux 

uncertainties, we computed semi-variograms of the differences in area source elements between the two emissions datasets in 

the inversion domain, and then we fitted an exponential model to the semi-variograms with the distance between grid cell pairs 380 

limited to 30 km (Mallia et al., 2020). This analysis yielded a correlation length of approximately 10 km (Fig. S4), which is 

equivalent to that in New York (Pitt et al., 2022) and Salt Lake City (Mallia et al., 2020). 

To estimate the measurement error (or model–observation mismatch) covariance matrix Sε, we used the residual error method 

of Heald et al. (2004). In this method, the residual errors between the XCO2 values measured by EM27/SUN spectrometer and 

those simulated by WRF–STILT using the prior data were computed, and the variance of the residual over the campaign period 385 

was used to represent the diagonal elements of Sε. 

 

4 Results and discussion 

4.1 XCO2 measurements 

During the 2016 Tokyo campaign, the daily minimum XCO2 values observed by the four spectrometers increased gradually 390 

from 403 to 405 ppm as a result of seasonal variation, whereas the daily maximum values showed large day-to-day variation 

with peaks of up to 415 ppm (Fig. 2a). The XCO2 values observed at Saitama and Sodegaura from 16 February to 6 April were 

generally higher than those observed at Tsukuba. To characterize the diurnal variation in XCO2 at each observation site, we 

examined the diurnal variation in XCO2 enhancements (XCO2Enh) above the daily XCO2 baseline. The daily XCO2 baselines 

were assumed to be the 5 percentile values of the Tsukuba TCCON measurements throughout each day and to be common to 395 

the three sites. We note that the XCO2Enh values were calculated using only the observed XCO2 values, whereas the DXCO2 

values represent the simulations of local XCO2 enhancement. For days when measurements at Tsukuba were not available (16, 

17, 27, and 28 February and 23 March), we used CarbonTracker CT2019B XCO2 data (see Sect. 3.4). The maximum XCO2Enh 
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value was 9.5 ppm at Saitama and 9.3 ppm at Sodegaura. The average diurnal XCO2Enh value per 15-min bin was calculated 

for each site using the entire field campaign dataset (Fig. 6). The XCO2Enh values at Tsukuba gradually decreased over time 400 

with small standard deviations. This finding reflects the absence of other large emission sources around Tsukuba and the 

moderate effect of photosynthesis. The measurements at Saitama and Sodegaura showed larger XCO2Enh values than those at 

Tsukuba, and XCO2Enh values increased over time from approximately 08:00 JST. We note that the high early morning values 

at Saitama may reflect an airmass-dependent bias. The airmass-dependent variation in XCO2 is caused by the effects of 

inaccurate spectroscopic parameters on the retrievals, which vary with the depth of the absorption lines (i.e., airmass) (Wunch 405 

et al., 2015). Although this effect is corrected in the GGG2014 software, the error may remain for a large airmass. Although 

the XCO2Enh variability at Sodegaura was smaller than that at Saitama, some data bins with large standard deviations likely 

represent occasional influences of emissions from nearby large point sources.  

When the 2 (10) percentile values of the Tsukuba TCCON measurements were used as the daily XCO2 baseline, the maximum 

XCO2Enh values were 9.6 (9.4) ppm at Saitama and 9.5 (8.9) ppm at Sodegaura. These changes had little effect on the standard 410 

deviations of the mean XCO2Enh values and the pattern of the diurnal variation. 

The daily minimum XCH4 values (Fig. 2b) showed relatively larger temporal fluctuation than those of XCO2 because of 

synoptic-scale events (e.g., 22-28 February). Although detailed analysis of XCH4 data is beyond the scope of this study, in 

the case study evaluating the WRF–STILT simulation presented in the next section, the XCH4 values are used. 

4.2 XCO2 simulations 415 

As described in Sect. 3.4, the XCO2 enhancement (DXCO2) was calculated from the column-averaged footprint and the surface 

fluxes from area sources, large point sources, and biological activity. Figure S5 in the Supplement shows the DXCO2 values 

at the three sites separately simulated using area sources, large point sources, and biogenic fluxes. We calculated the 

contributions of the respective fluxes to the simulated DXCO2 at each site (Table 4). The contribution from area source 

emissions dominated the simulated DXCO2 for the Saitama and Tsukuba sites. Because the Sodegaura site is located near large 420 

point sources, the closest one being approximately 4 km away, the contribution from large point sources was larger at 

Sodegaura than at Saitama. Because our observations were made from late winter to early spring, the biogenic flux contribution 

was relatively small, but not negligible, especially at the Saitama site. 

We compared the XCO2 data for the forward simulations, which correspond to the XCO2 simulations from the footprints and 

the surface CO2 fluxes based on Eqs. (2) to (4), with the EM27/SUN observations at Saitama and Sodegaura (Figs. 7 and 8). 425 

In most cases, the forward simulations captured well the observed temporal variation of XCO2. However, in some cases they 

failed to reproduce the diurnal variations. As shown in Fig. 8d, we found it difficult to correctly capture the timing of short-

term (<1 h) XCO2 enhancements, which were likely caused by the plume from large point sources such as the power plants 

and steel plants located near the Sodegaura site. Similarly, the WRF–STILT simulation for Saitama on 3 March 2016 was not 

able to capture the XCO2 enhancement in the late afternoon (Fig. S6a). STILT simulations conducted using ERA5 data and 430 

WRF data with different PBL schemes (not shown) showed similar tendencies. Furthermore, even when we changed the 

emission data from ODIAC to MOSAIC, the discrepancy was not reduced. In addition, we investigated the XCH4 data, for 

which a diurnal variation similar to XCO2 was observed. A WRF–STILT simulation using the Emissions Database for Global 

Atmospheric Research (EDGAR) version 6 (Crippa et al., 2019) as the CH4 emission inventory also could not capture the 

XCH4 enhancements in the late afternoon (Fig. S6b). However, we cannot rule out the possibility that short-term local sources 435 

not included in the prior fluxes may cause the discrepancy between the prior simulations and the observations. Therefore, we 

attribute this large model–observation discrepancy to errors in the WRF-STILT model, or to the short-term local sources not 

included in the prior fluxes, or both. These additional simulations indicate that further improvement of the WRF simulation 

(i.e., assimilation of measurement data) is necessary for more accurate generation of meteorological fields. In our inverse 

analysis, this large modeling error was considered when setting the measurement error covariance matrix, as described below. 440 
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Figure 9 is a scatter plot between the measured and simulated XCO2 values over the campaign period; here, the standard 

deviation of the residual, sε, is 1.31 ppm. As described in Sect. 3.5, the variance of the residual was used as the diagonal 

elements of Sε. When the residual between the simulation and observation was more than three times sε, the measurements 

were screened out by greatly increasing the uncertainty. An exponential covariance model in time was selected with a temporal 

correlation length of 1 h based on the value reported for continuous CO2 observations in urban areas (Turner et al., 2020). 445 

Although the residual error method provides a realistic model–observation mismatch, we also estimated individual 

uncertainties in our model–observation system, consisting of uncertainties in the measurement data, transport modeling, 

biogenic flux, and background value. We assumed the uncertainty in measurement data to be the standard deviation of the 

differences between the EM27/SUN XCO2 data acquired by side-by-side instruments (Sect. 2). The standard deviation of the 

bias-corrected XCO2 differences between the SN38 and SN44 EM27/SUN spectrometers was 0.16 ppm. To estimate the 450 

uncertainty in XCO2 due to the transport modeling error, we ran XCO2 simulations using the WRF data with different PBL 

schemes (see Sect. 3.2) and the ERA5 data. The mean biases and the standard deviations of the difference between the 

EM27/SUN measurements and the STILT simulations from the prior fluxes are listed in Table 5 (Prior XCO2 difference). 

Whereas there was no large difference in the standard deviation among the three simulations using the WRF data (1.31–1.40 

ppm), the standard deviation for the simulation using ERA5 was 2.74 ppm, more than 1 ppm larger than that of the simulations 455 

using WRF. This large value was because the DXCO2 values at Sodegaura on 23 March 2016 simulated from the ERA5 data 

showed a rather large peak (~20 ppm) caused by incidental contamination from the nearby large point sources that was not 

present in the actual measurement data. When the data for that site and day were excluded, the standard deviation decreased 

to 1.85 ppm. The XCO2 uncertainty resulting from transport modeling, estimated as the standard deviation of the differences 

between the XCO2 values simulated using the WRF and ERA5 meteorological fields, was 1.65 ppm. To estimate the 460 

uncertainty in XCO2 resulting from the biogenic flux error, we calculated XCO2 values over the campaign period for four 

types of biogenic fluxes (VISITc and three others) with differing spatial and temporal resolutions (Table S1) but with other 

input parameters unchanged. Simple Biosphere Model version 4.2 (SiB4, Haynes et al., 2021) and Biosphere model integrating 

Eco-physiological And Mechanistic approaches using Satellite data (BEAMS, Sasai et al., 2005) are both terrestrial biosphere 

models, whereas CarbonTracker version CT2019B (Jacobson et al., 2020) is from a data assimilation system in which the 465 

biogenic and oceanic fluxes are optimized. The average standard deviation across the XCO2 values calculated using the four 

biogenic fluxes, 0.09 ppm, was regarded as the XCO2 uncertainty resulting from the biogenic flux. When Tsukuba TCCON 

data were not available and CarbonTracker data were used instead, the uncertainty in the background value rose. We assumed 

that the XCO2 uncertainty resulting from the background value was represented by the standard deviation of the XCO2 

difference between the Tsukuba TCCON data and the CarbonTracker data and estimated the uncertainty as 0.72 ppm (see Sect. 470 

4.1). These evaluations revealed that the uncertainty in transport modeling was dominant, followed by the uncertainty in 

background value. 

Figure 10 shows the mean DXCO2 contribution from area source emissions during the field campaign, which was calculated 

from the absolute value of the DXCO2 difference between the urban and Tsukuba sites. We limit the domain for estimating 

area source emissions to the urban domain indicated by the magenta rectangle in Fig. 10 (hereinafter referred to as the inversion 475 

domain), where the contributions of each grid cell to the modeled DXCO2 are relatively large. 

4.3 Posterior fluxes 

Figure 11a shows the posterior area source CO2 emissions, estimated using the settings for the reference inversion (i.e., case 

#0 in Table 5 using the ODIAC as the prior data and meteorological fields from the WRF model with the MYJ PBL scheme 

for footprint calculations). The total DOFS from the reference inversion was 6.49, of which 5.73 is for spatially resolved 480 

emissions and 0.76 is for the large point source emissions. The spatial pattern of the optimized emissions still largely resembled 

the prior estimate pattern (Fig. 11a). In large parts of Tokyo and Kanagawa, the emissions were revised downward, whereas 
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in Saitama, Ibaraki, and northern Chiba, the emissions became larger. Because the mean bias in XCO2 values simulated from 

the prior emission flux was originally small, the emissions from the central TMA region became smaller than the prior values, 

and the emissions from the other regions became larger than the prior values. The spatial distribution of the changes from the 485 

prior flux (Fig. 11b) was partly in agreement with the spatial differences between the MOSAIC and ODIAC emission data 

(Fig. 5c). Because the locations of large point sources were corrected in the prior emissions (Sect. 3.3), the difference in the 

spatial distribution between the prior and posterior emissions may be due to the unrepresentativeness of the spatial proxy (i.e., 

night lights) used in the ODIAC data. As an indication of the efficiency of the inversion, we evaluated to what extent the 

differences between the XCO2 simulations and observations were improved by using the posterior fluxes. The XCO2 values 490 

simulated from the posterior fluxes were in better agreement with the observations than those simulated from the prior fluxes 

(Fig. 8). The mean bias in XCO2 simulations against observations decreased from 0.30 to –0.03 ppm, but the RMSE decreased 

only slightly, from 1.31 ppm to 1.21 ppm (Fig. 9). This slight RMSE reduction is because the emission distribution was 

estimated on a monthly basis, whereas the individual model–observation discrepancies were governed by the transport 

modeling error. Next, we compared the estimated total emissions in the TMA with the emission inventories. The total 495 

emissions correspond to the domain-aggregated emission flux during the campaign period (i.e., from February to March 2016). 

Figure 12 shows the total emissions calculated from the prior flux and the posterior flux in the reference inversion. The error 

bars (uncertainties at the 95 % confidence level) of prior and posterior total emissions are based on the respective error 

covariance matrices and were obtained by summing the emission uncertainties in each grid cell and the uncertainty of the large 

point source emission in quadrature. The posterior large point source emissions were adjusted downward by 14.4 % compared 500 

with the prior emissions (i.e., scaling factor of 0.856), and the posterior area source emissions were adjusted upward by 10.4 %. 

Consequently, the difference between the prior and posterior total emissions was approximately 1 %. Although the change in 

the total emissions was relatively small, the inversion led to a reduction of the uncertainty in the total emissions by a factor of 

∼2 (i.e., the uncertainty at the 95 % confidence level decreased from 11.3 % to 5.2 %). 

We present here the results of emission estimates obtained for cases with different inversion settings (Table 5): case #1, large 505 

point source emissions fixed; cases #2a–c, footprints calculated from different meteorological fields used; cases #3a and #3b, 

prior uncertainty halved or doubled; cases #4a and #4b, spatial correlation length of Sa changed; cases #5a and #5b, temporal 

correlation length of Sε changed; case #6, EDGAR version 6 (0.1° × 0.1° spatial resolution) without large point source 

correction used as the prior estimate (Fig. S7); and cases #7a and #7b, spatial resolution of the inversion domain coarsened to 

0.05° or 0.1° (i.e., 2 or 4 times the reference case). For the case #6 and #7 inversions, the prior uncertainty and the spatial 510 

correlation length were re-determined as described above. The total emissions, scaling factor of large point source emissions, 

and DXCO2 bias between the simulation and observations and its standard deviation for each case are summarized in Table 5. 

For case #1, the inversion in which the large point source emissions were fixed, both the mean bias and the standard deviation 

of the posterior XCO2 simulations against observations were equivalent to those of the reference inversion (case #0). Although 

the scaling factor of large point source emissions for the reference inversion was 0.856, total emissions in case #1 were 5.3 % 515 

larger than those in case #0. The posterior XCO2 simulation results obtained with different meteorological fields (cases #2a–

c) indicated that the biases and standard deviations were improved compared to the prior XCO2 simulations, irrespective of 

the meteorological field. Among them, use of the WRF model with the MYJ scheme resulted in the smallest standard deviations 

for not only the prior but also the posterior XCO2 simulations. When the prior uncertainty (cases #3a and #3b), its correlation 

length (cases #4a and #4b), and the temporal correlation length of Sε (cases #5a and #5b) were changed, the mean biases and 520 

the standard deviations of the posterior XCO2 simulations were comparable to the reference inversion. However, the prior 

uncertainty had a larger impact on the total emission estimates than the spatial correlation length. The inversion using EDGAR 

as the prior emission inventory (case #6) resulted in a posterior XCO2 simulation with a low bias of 0.16 ppm and a standard 

deviation of 1.27 ppm; this simulation underestimated the total emissions by 15.8 % compared with the reference inversion. 

This result implies that the use of emission data with a low spatial resolution introduces additional uncertainty into XCO2 525 
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modeling. Similarly, reducing the spatial resolution of the ODIAC data slightly (cases #7a and #7b) degraded both the mean 

bias and the standard deviation of the posterior XCO2 simulations. In the case of the reference inversion, the number of 

measurement data points was considerably smaller than the number of grid cells whose emissions were optimized. Although 

the number of grid cells with a spatial resolution of 0.05° and 0.1° was equivalent to or lower than the number of measurement 

data points, respectively, the total DOFS slightly decreased (to 5.84 for 0.05° and 5.05 for 0.1°). This was due to the changes 530 

in the prior uncertainty and the spatial correlation length. The posterior total emissions did not differ greatly from those of the 

reference inversion. Figure 12 shows the ensemble mean of the total emissions and its uncertainty at the 95 % confidence level, 

estimated from the scatter of these inversion results. For comparison, the total emissions from the original ODIAC data and 

the original and LPS-corrected MOSAIC data are also displayed. The ensemble mean total emissions are in agreement with 

the original and LPS-corrected MOSAIC emissions within the uncertainty of the ensemble inversions. 535 

We compared our results with those of a previous CO2 inversion study for the TMA (Pisso et al., 2019; Babenhauserheide et 

al. 2020) and with annual emissions in fiscal year (FY) 2015 (April 2015 to March 2016) reported by each administrative 

division in the TMA. Here, we calculated the total CO2 emissions in the Tokyo Metropolis by integrating emissions in the grid 

cells within its administrative boundaries. Additionally, because our inversion domain included almost the whole area of the 

Tokyo Metropolis and of Kanagawa, Chiba, and Saitama Prefectures, the total emissions from these four administrative 540 

divisions (referred to as southern Kanto) were also calculated. The total emissions estimated by our reference inversion were 

56.6 Mt-CO2 yr–1 for the Tokyo Metropolis and 277.8 Mt-CO2 yr–1 for southern Kanto (Fig. S8), and these emissions are 

smaller by 29 % and 50 %, respectively, than those estimated by Pisso et al. (2019). We note that although Pisso et al. (2019) 

estimated mean emissions for 2005-2009, the difference between the FY2015 emissions and the FY2005-2009 mean 

emissions reported by the Tokyo Metropolis is less than 1 % 545 

(https://www.kankyo.metro.tokyo.lg.jp/en/climate/index.files/Tokyo_GHG_2019.pdf). Pisso et al. (2019) and this study use 

comparable Lagrangian transport models to calculate atmospheric transport; however, there are several differences, including 

the type of observational data (in-situ vs. column), the prior emission fluxes (EDGAR vs. ODIAC), the meteorological fields 

for driving the transport model (ERA-Interim vs. WRF based on GPV-MSM), and the spatial resolution of emission estimates 

(20 km × 20 km vs. 3 km × 3 km). Our sensitivity analysis shows that changing the prior fluxes, meteorological field, and 550 

emission estimation resolution to roughly match Pisso et al. (2019) did not produce a result substantially different from the 

emission estimation result of the reference inversion. We thus concluded that the improved accuracy of emission estimates in 

our study may be due to the use of columns as observational data. Column data are less susceptible to the effect of PBL height 

changes that are difficult to simulate in transport models and have information on a larger area of emissions due to the 

difference in wind direction at each altitude. Babenhauserheide et al. (2020) estimated CO2 emission of 256 ± 77 Mt-CO2 yr–555 
1 for the urban area around Tokyo. Our emission estimate for southern Kanto was in reasonable agreement with the result of 

Babenhauserheide et al. (2020), although the comparison is not exact because of the discrepancy in the areas where the CO2 

emissions were calculated. The total emissions in FY2015 reported from each administrative division were 60.3 Mt-CO2 yr–1 

for the Tokyo Metropolis and 250.6 Mt-CO2 yr–1 for southern Kanto (Table S2); these values show remarkable agreement with 

our posterior estimates from the reference inversion. Furthermore, our posterior estimate for the Tokyo Metropolis lies between 560 

the ODIAC and MOSAIC inventory data. The relationship between our posterior estimate and the inventory data for southern 

Kanto is similar to that for the TMA shown in Fig. 12, because southern Kanto includes most of the TMA as defined in this 

study. Thus, these comparisons demonstrate that our top-down approach was able to properly constrain CO2 emissions in this 

urban area. 

5 Conclusion 565 

We conducted a field campaign to estimate CO2 emissions in the TMA from February to April 2016 with two EM27/SUN 
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spectrometers deployed at sites in Saitama and Sodegaura and the Tsukuba TCCON spectrometer. The XCO2 values at Saitama 

and Sodegaura exhibited large enhancements compared with those at Tsukuba, and the mean diurnal variation of the 

enhancements showed a tendency to increase toward evening. The Lagrangian transport model STILT, which was driven by 

WRF meteorological fields generated at a horizontal resolution of ~1 km, was used for simulating the XCO2 enhancements 570 

resulting from anthropogenic (area source and large point source) emissions and biogenic fluxes. As the prior fluxes, the 

anthropogenic emissions from the ODIAC dataset were corrected by replacing the locations and emission magnitudes of large 

point sources with inventory data, whereas the biogenic flux from VISITc was downscaled using GVF data. We found that, 

for the TMA, the WRF model with the MYJ PBL scheme and the RUC land surface model yielded optimal results with regard 

to both wind fields and the XCO2 simulations. The XCO2 forward simulation results using the prior fluxes highlight several 575 

factors that should be considered when designing an observation campaign or an operational network for ground-based column 

measurements for estimating urban emissions. Although the XCO2 forward simulations generally showed good agreement 

with the observations, the comparison between the simulations and observations demonstrated some limitations in the 

modeling capability. As described in Sect. 4.2, in some cases, the simulations failed to reproduce the diurnal variation and to 

capture the plume from nearby large point sources, possibly because of the transport modeling error or the short-term local 580 

sources not included in the prior fluxes (Figs. 8d and S6). Assimilating meteorological measurement data such as AMeDAS 

into the WRF calculation would be one way to reduce the modeling error. Additional wind lidar observations would be useful 

to better constrain wind fields and PBL as a whole (Deng et al., 2017). However, it is a great challenge to simulate local plumes 

from large point sources. In a previous study, we conducted simultaneous measurements of XCO2 and wind data with the 

EM27/SUN instruments and a Doppler lidar, respectively, co-located close to a thermal power plant in Japan (Ohyama et al., 585 

2021). Because not even the simulation using the measured wind data and a simple dispersion model could reproduce the 

timing of the observed XCO2 enhancement, we decided to adjust the wind directions as part of the optimization of emission 

fluxes. At the Sodegaura site, where there are two large point sources within 10 km and two more within 15 km, the 

contribution from the large point sources in the TMA to the simulated DXCO2 is equivalent to the contribution from area 

sources (Table 4 and Fig. S4). These findings suggest that, for the purpose of estimating emissions from the entire city, the 590 

locations of the EM27/SUN instruments should be selected to avoid proximity to large point sources or, through consideration 

of the dominant wind direction, to minimize the influences from large point sources. 

Using these observational and modeling approaches along with their uncertainties, we developed an urban area-scale inversion 

system to estimate spatially resolved CO2 emission at >3 km resolution and a suitable scaling factor for large point source 

emissions. The posterior CO2 flux reduced both the mean bias and the standard deviation of the differences between the XCO2 595 

simulations and observations. Whereas the posterior total CO2 emissions in the TMA from the reference inversion were 

consistent with those from the prior estimate with ~1 %, the posterior uncertainty was halved compared with the prior 

uncertainty. The ensemble mean of the posterior total CO2 emissions agreed with the LPS-corrected ODIAC (prior) and 

MOSAIC data within the posterior uncertainty at the 95 % confidence level estimated from the ensemble scatter. We conclude 

that the EM27/SUN data could constrain urban-level CO2 emissions and partially resolve the spatial distribution at monthly 600 

scale. Because few EM27/SUN instruments were available for the 2016 Tokyo campaign, we deployed only two EM27/SUN 

instruments with consideration of the prevailing wind direction. The actual wind direction varied more than expected, with the 

result that about one month of data showed a wide range of sensitivity, as shown in Fig. 10. The deployment of additional 

instruments would increase our sensitivity to emissions and thus the DOFS. This would enable more frequent (i.e., bimonthly 

or weekly) emission estimates. In addition, more instrument locations would also help to constrain the background. We plan 605 

to construct operational observation sites with EM27/SUN spectrometers in central Tokyo and the TMA suburbs. These data 

not only will help operational estimation of CO2 emissions in the TMA, thereby helping to verify emission reduction efforts, 

but also will validate GHG data from future satellite missions with small footprints and a wide swath width, such as Japan’s 

GOSAT-GW (Global Observing SATellite for Greenhouse gases and Water cycle; https://gosat-gw.nies.go.jp/en/) and ESA’s 
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CO2M (Copernicus Anthropogenic Carbon Dioxide Monitoring mission; 610 

https://www.esa.int/ESA_Multimedia/Images/2022/03/CO2M). 

 

Data availability. The EM27/SUN data can be provided by the corresponding authors upon request. The MSM–GPV data can 

be obtained from the Research Institute for Sustainable Humanosphere of Kyoto University (http://database.rish.kyoto-u.ac.jp). 

The AMeDAS data can be obtained from the JMA (https://www.jma.go.jp/jma/en/Activities/amedas/amedas.html). The ERA5 615 

reanalysis product can be retrieved from the Copernicus Climate Change Service Climate Data Store 

(https://cds.climate.copernicus.eu), and they can be converted to NOAA’s Air Resource Laboratory data format using the 

HYSPLIT utility era52arl (https://www.ready.noaa.gov/HYSPLIT_data2arl.php). The CarbonTracker CT2019B results can 

be obtained from NOAA ESRL, Boulder, Colorado, USA (http://carbontracker.noaa.gov). The green vegetation fraction data 

can be obtained from NOAA CLASS (https://www.avl.class.noaa.gov). 620 

 

Author contributions. MMF, IM, KS, TB, and FH designed the observation campaign. MMF, KS, and IM performed the 

EM27/SUN measurements with the support of MW. IM operated the Tsukuba TCCON FTS. HO designed the inversion 

framework and performed the analysis. MN and HO performed the WRF model simulation and processed the WRF data, TM 

and MS produced the VISITc data, and HY and MS provided the MOSAIC data. HO, MMF, and IM contributed to scientific 625 

discussion on the results of the analysis. HO prepared the manuscript and all authors reviewed the manuscript. 

 

Competing interests. The contact author has declared that none of the authors has any competing interests. 

 

Acknowledgments. We thank T. Nakatsuru for his cooperation in operating the EM27/SUN spectrometer at Sodegaura. The 630 

Sodegaura City Hall cooperated in the installation of the observation equipment and in the data acquisition. We thank the KIT 

Graduate School for Climate and Environment (GRACE) for supporting this analysis. The services of the COCCON central 

facility were used for instrument quality control and calibration before the EM27/SUN spectrometers were delivered to the 

operators. The simulations with the WRF and STILT models were performed using the supercomputer system of the NIES. 

The BEAMS data were provided by Dr. K. Murakami of NIES. 635 

 

  



 17 

References 

Ahn, D. Y., Hansford, J. R., Howe, S. T., Ren, X. R., Salawitch, R. J., Zeng, N., Cohen, M. D., Stunder, B., Salmon, O. E., 

Shepson, P. B., Gurney, K. R., Oda, T., Lopez-Coto, I., Whetstone, J., Dickerson, R. R.: Fluxes of atmospheric greenhouse‐640 

gases in Maryland (FLAGG‐MD): Emissions of carbon dioxide in the Baltimore, MD‐Washington, D.C. area, J. Geophys. 

Res.-Atmos., 125, e2019JD032004, https://doi.org/10.1029/2019JD032004, 2020. 

 

Babenhauserheide, A., Hase, F., and Morino, I.: Net CO2 fossil fuel emissions of Tokyo estimated directly from measurements 

of the Tsukuba TCCON site and radiosondes, Atmos. Meas. Tech., 13, 2697–2710, https://doi.org/10.5194/amt-13-2697-2020, 645 

2020. 

 

Chatani, S., Okumura, M., Shimadera, H., Yamaji, K., Kitayama, K., and Matsunaga, S.: Effects of a detailed vegetation 

database on simulated meteorological fields, biogenic VOC emissions, and ambient pollutant concentrations over Japan, 

Atmosphere, 9, 179, https://doi.org/10.3390/atmos9050179, 2018. 650 

 

Chen, J., Viatte, C., Hedelius, J. K., Jones, T., Franklin, J. E., Parker, H., Gottlieb, E. W., Wennberg, P. O., Dubey, M. K., and 

Wofsy, S. C.: Differential column measurements using compact solar-tracking spectrometers, Atmos. Chem. Phys., 16, 8479–

8498, https://doi.org/10.5194/acp-16-8479-2016, 2016. 

 655 

Chen, Z., Jacob, D. J., Nesser, H., Sulprizio, M. P., Lorente, A., Varon, D. J., Lu, X., Shen, L., Qu, Z., Penn, E., and Yu, X.: 

Methane emissions from China: a high-resolution inversion of TROPOMI satellite observations, Atmos. Chem. Phys., 22, 

10809–10826, https://doi.org/10.5194/acp-22-10809-2022, 2022. 

 

Crippa, M., Oreggioni, G., Guizzardi, D., Muntean, M., Schaaf, E., Lo Vullo, E., Solazzo, E., Monforti-Ferrario, F., Olivier, 660 

J.G.J., and Vignati, E.: Fossil CO2 and GHG emissions of all world countries – 2019 Report, EUR 29849 EN, Publications 

Office of the European Union, Luxembourg, JRC117610, https://doi.org/10.2760/687800, 2019. 

 

Cusworth, D. H., Duren, R. M., Yadav, V., Thorpe, A. K., Verhulst, K., Sander, S., Hopkins, F., Rafiq, T., and Miller, C. E.: 

Synthesis of methane observations across scales: Strategies for deploying a multitiered observing network, Geophys. Res. 665 

Lett., 47, e2020GL087869, https://doi.org/10.1029/2020GL087869, 2020. 

 

Dee, D. P., Uppala, S. M., Simmons, A. J., Berrisford, P., Poli, P., Kobayashi, S., Andrae, U., Balmaseda, M. A., Balsamo, G., 

Bauer, P., Bechtold, P., Beljaars, A. C. M., van de Berg, L., Bidlot, J., Bormann, N., Delsol, C., Dragani, R., Fuentes, M., Geer, 

A. J., Haimberger, L., Healy, S. B., Hersbach, H., Hólm, E. V., Isaksen, L., Kãllberg, P., Köhler, M., Matricardi, M., McNally, 670 

A. P., Monge-Sanz, B. M., Morcrette, J.-J., Park, B.-K., Peubey, C., de Rosnay, P., Tavolato, C., Thépaut, J.-N., and Vitart, 

F.: The ERA-Interim reanalysis: configuration and performance of the data assimilation system, Q. J. Roy. Meteor. Soc., 137, 

553–597, https://doi.org/10.1002/qj.828, 2011. 

 

Deng, A., Lauvaux, T., Davis, K. J., Gaudet, B. J., Miles, N., Richardson, S. J., Wu, K., Sarmiento, D. P., Hardesty, R. M., 675 

Bonin, T. A., Brewer, W. A., and Gurney, K. R.: Toward reduced transport errors in a high resolution urban CO2 inversion 

system, Elem. Sci. Anth., 5, 20, https://doi.org/10.1525/elementa.133, 2017. 

 

Díaz-Isaac, L. I., Lauvaux, T., and Davis, K. J.: Impact of physical parameterizations and initial conditions on simulated 

atmospheric transport and CO2 mole fractions in the US Midwest, Atmos. Chem. Phys., 18, 14813–14835, 680 



 18 

https://doi.org/10.5194/acp-18-14813-2018, 2018. 

 

Dietrich, F., Chen, J., Voggenreiter, B., Aigner, P., Nachtigall, N., and Reger, B.: MUCCnet: Munich Urban Carbon Column 

network, Atmos. Meas. Tech., 14, 1111–1126, https://doi.org/10.5194/amt-14-1111-2021, 2021. 

 685 

Ding, H. and Zhu, Y. (2018) Green Vegetation Fraction Algorithm Theoretical Basis Document, NOAA/NESDIS/OSPO, 

https://www.ospo.noaa.gov/Products/documents/GVF_ATBD_V4.0.pdf 

 

Fasoli, B., Lin, J. C., Bowling, D. R., Mitchell, L., and Mendoza, D.: Simulating atmospheric tracer concentrations for spatially 

distributed receptors: updates to the Stochastic Time-Inverted Lagrangian Transport model’s R interface (STILT-R version 2), 690 

Geosci. Model Dev., 11, 2813–2824, https://doi.org/10.5194/gmd-11-2813-2018, 2018. 

 

Frey, M., Sha, M. K., Hase, F., Kiel, M., Blumenstock, T., Harig, R., Surawicz, G., Deutscher, N. M., Shiomi, K., Franklin, J. 

E., Bösch, H., Chen, J., Grutter, M., Ohyama, H., Sun, Y., Butz, A., Mengistu Tsidu, G., Ene, D., Wunch, D., Cao, Z., Garcia, 

O., Ramonet, M., Vogel, F., and Orphal, J.: Building the Collaborative Carbon Column Observing Network (COCCON): long-695 

term stability and ensemble performance of the EM27/SUN Fourier transform spectrometer, Atmos. Meas. Tech., 12, 1513–

1530, https://doi.org/10.5194/amt-12-1513-2019, 2019. 

 

Gately, C. K., and Hutyra, L. R.: Large uncertainties in urban‐scale carbon emissions, J. Geophys. Res.-Atmos., 122, 11242–

11260, https://doi.org/10.1002/2017JD027359, 2017. 700 

 

Gerbig, C., Körner, S., and Lin, J. C.: Vertical mixing in atmospheric tracer transport models: error characterization and 

propagation, Atmos. Chem. Phys., 8, 591–602, https://doi.org/10.5194/acp-8-591-2008, 2008. 

 

Gisi, M., Hase, F., Dohe, S., Blumenstock, T., Simon, A., and Keens, A.: XCO2-measurements with a tabletop FTS using solar 705 

absorption spectroscopy, Atmos. Meas. Tech., 5, 2969–2980, https://doi.org/10.5194/amt-5-2969-2012, 2012. 

 

Gurney, K. R., Liang, J., O’Keeffe, D., Patarasuk, R., Hutchins, M., Huang, J., Rao, P., and Song, Y.: Comparison of Global 

Downscaled Versus Bottom-Up Fossil Fuel CO2 Emissions at the Urban Scale in Four U.S. Urban Areas, J. Geophys. Res.-

Atmos., 124, 2823–2840, https://doi.org/10.1029/2018jd028859, 2019. 710 

 

Hase, F., Frey, M., Blumenstock, T., Groß, J., Kiel, M., Kohlhepp, R., Mengistu Tsidu, G., Schäfer, K., Sha, M. K., and Orphal, 

J.: Application of portable FTIR spectrometers for detecting greenhouse gas emissions of the major city Berlin, Atmos. Meas. 

Tech., 8, 3059–3068, https://doi.org/10.5194/amt-8-3059-2015, 2015. 

 715 

Haynes, K. D., Baker, I. T., and Denning, A. S.: SiB4 Modeled Global 0.5-Degree Hourly Carbon Fluxes and Productivity, 

2000–2018, ORNL DAAC, Oak Ridge, Tennessee, USA, https://doi.org/10.3334/ORNLDAAC/1847, 2021. 

 

Heald, C. L., Jacob, D. J., Jones, D. B. A., Palmer, P. I., Logan, J. A., Streets, D. G., Sachse, G. W., Gille, J. C., Hoffman, R. 

N., and Nehrkorn, T.: Comparative inverse analysis of satellite (MOPITT) and aircraft (TRACE-P) observations to estimate 720 

Asian sources of carbon monoxide, J. Geophys. Res., 109, D23306, https://doi.org/10.1029/2004jd005185, 2004. 

 

Hedelius, J. K., Liu, J., Oda, T., Maksyutov, S., Roehl, C. M., Iraci, L. T., Podolske, J. R., Hillyard, P. W., Liang, J., Gurney, 



 19 

K. R., Wunch, D., and Wennberg, P. O.: Southern California megacity CO2, CH4, and CO flux estimates using ground- and 

space-based remote sensing and a Lagrangian model, Atmos. Chem. Phys., 18, 16271–16291, https://doi.org/10.5194/acp-18-725 

16271-2018, 2018. 

 

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A., Muñoz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers, 

D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo, G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara, 

G., Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flemming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L., 730 

Healy, S., Hogan, R. J., Hólm, E., Janisková, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., de Rosnay, P., 

Rozum, I., Vamborg, F., Villaume, S., and Thépaut, J.-N.: The ERA5 global reanalysis, Q. J. Roy. Meteor. Soc., 146, 1999–

2049, https://doi.org/10.1002/qj.3803, 2020. 

 

Hong, S.-Y., Noh, Y., and Dudhia, J.: A New Vertical Diffusion Package with an Explicit Treatment of Entrainment Processes, 735 

Month. Weather Rev., 134, 2318–2341, https://doi.org/10.1175/MWR3199.1, 2006. 

 

Iacono, M. J., Delamere, J. S., Mlawer, E. J., Shephard, M. W., Clough, S. A., and Collins, W. D.: Radiative forcing by long-

lived greenhouse gases: Calculations with the AER radiative transfer models, J. Geophys. Res.-Atmos., 113, 

https://doi.org/10.1029/2008JD009944, 2008. 740 

 

Ionov, D. V., Makarova, M. V., Hase, F., Foka, S. C., Kostsov, V. S., Alberti, C., Blumenstock, T., Warneke, T., and Virolainen, 

Y. A.: The CO2 integral emission by the megacity of St Petersburg as quantified from ground-based FTIR measurements 

combined with dispersion modelling, Atmos. Chem. Phys., 21, 10939–10963, https://doi.org/10.5194/acp-21-10939-2021, 

2021. 745 

 

Ito, A.: Disequilibrium of terrestrial ecosystem CO2 budget caused by disturbance-induced emissions and non-CO2 carbon 

export flows: a global model assessment, Earth Syst. Dynam., 10, 685–709, https://doi.org/10.5194/esd-10-685-2019, 2019. 

 

Ito A. and Inatomi M.: Water-use efficiency of the terrestrial biosphere: a model analysis on interactions between the global 750 

carbon and water cycles, J. Hydrometeorol, 13, 681–694, https://doi.org/10.1175/JHM-D-10-05034.1, 2012. 

 

Jacobson, A. R., Schuldt, K. N., Miller, J. B., Oda, T., Tans, P., Andrews, A., Mund, J., Ott, L., Collatz,G. J., Aalto, T., Afshar, 

S., Aikin, K., Aoki, S., Apadula, F., Baier, B., Bergamaschi, P., Beyersdorf, A., Biraud, S. C., Bollenbacher, A., Bowling, D., 

Brailsford, G., Abshire, J. B., Chen, G., Chen, H., Chmura, L., Colomb, A., Conil, S., Cox, A., Cristofanelli, P., Cuevas, E., 755 

Curcoll, R., Sloop, C. D., Davis, K., Wekker, S. D., Delmotte, M., DiGangi, J. P., Dlugokencky, E., Ehleringer, J., Elkins, J. 

W., Emmenegger, L., Fischer, M. L., Forster, G., Frumau, A., Galkowski, M., Gatti, L. V., Gloor, E., Griffis, T., Hammer, S., 

Haszpra, L., Hatakka, J., Heliasz, M., Hensen, A., Hermanssen, O., Hintsa, E., Holst, J., Jaffe, D., Karion, A., Kawa, S. R., 

Keeling, R., Keronen, P., Kolari, P., Kominkova, K., Kort, E., Krummel, P., Kubistin, D., Labuschagne, C., Langenfelds, R., 

Laurent, O., Laurila, T., Lauvaux, T., Law, B., Lee, J., Lehner, I., Leuenberger, M., Levin, I., Levula, J., Lin, J., Lindauer, M., 760 

Loh, Z., Lopez, M., Luijkx, I. T., Lund Myhre, C., Machida, T., Mammarella, I., Manca, G., Manning, A., Marek, M. V., 

Marklund, P., Martin, M. Y., Matsueda, H., McKain, K., Meijer, H., Meinhardt, F., Miles, N., Miller, C. E., Molder, M., 

Montzka, S., Moore, F., Morgui, J.-A., Morimoto, S., Munger, B., Necki, J., Newman, S., Nichol, S., Niwa, Y., ODoherty, S., 

Ottosson-Lofvenius, M., Paplawsky, B., Peischl, J., Peltola, O., Pichon, J.-M., Piper, S., Plass-Dolmer, C., Ramonet, M., 

Reyes-Sanchez, E., Richardson, S., Riris, H., Ryerson, T., Saito, K., Sargent, M., Sasakawa, M., Sawa, Y., Say, D., Scheeren, 765 

B., Schmidt, M., Schmidt, A., Schumacher, M., Shepson, P., Shook, M., Stanley, K., Steinbacher, M., Stephens, B., Sweeney, 



 20 

C., Thoning, K., Torn, M., Turnbull, J., Tørseth, K., Bulk, P. V. D., Dinther, D. V., Vermeulen, A., Viner, B., Vitkova, G., 

Walker, S., Weyrauch, D., Wofsy, S., Worthy, D., Young, D., and Zimnoch, M.: CarbonTracker CT2019B, NOAA – National 

Oceanic and Atmospheric Administration’s and ESRL – Earth System Research Laboratories, 

https://doi.org/10.25925/20201008, 2020. 770 

 

Janjić, Z. I.: The Step-Mountain Eta Coordinate Model: Further Developments of the Convection, Viscous Sublayer, and 

Turbulence Closure Schemes, Month. Weather Rev., 122, 927–945, https://doi.org/10.1175/1520-

0493(1994)122<0927:TSMECM>2.0.CO;2, 1994. 

 775 

Japan Meteorological Agency: Outline of the operational numerical weather prediction at the Japan Meteorological Agency, 

https://www.jma.go.jp/jma/jma-eng/jma-center/nwp/outline2019-nwp/index.htm, 2019. 

 

Jeong, S., Hsu, Y.-K., Andrews, A. E., Bianco, L., Vaca, P., Wilczak, J. M., and Fischer, M. L.: A multitower measurement 

network estimate of California’s methane emissions, J. Geophys. Res.-Atmos., 118, 11339–11351, 780 

https://doi.org/10.1002/jgrd.50854, 2013. 

 

Jiménez, P. A. and Dudhia, J.: Improving the representation of resolved and unresolved topographic effects on surface wind 

in the WRF Model, J. Appl. Meteorol. Clim., 51, 300–316, https://doi.org/10.1175/JAMC-D-11-084.1, 2012. 

 785 

Jiménez, P. A., Dudhia, J., González-Rouco, J. F., Navarro, J., Montávez, J. P., and García-Bustamante, E.: A revised scheme 

for the WRF surface layer formulation, Mon. Weather Rev., 140, 898–918, https://doi.org/10.1175/MWR-D-11-00056.1, 2012. 

 

Jones, T. S., Franklin, J. E., Chen, J., Dietrich, F., Hajny, K. D., Paetzold, J. C., Wenzel, A., Gately, C., Gottlieb, E., Parker, 

H., Dubey, M., Hase, F., Shepson, P. B., Mielke, L. H., and Wofsy, S. C.: Assessing urban methane emissions using column-790 

observing portable Fourier transform infrared (FTIR) spectrometers and a novel Bayesian inversion framework, Atmos. Chem. 

Phys., 21, 13131–13147, https://doi.org/10.5194/acp-21-13131-2021, 2021. 

 

Kain, J. S.: The Kain–Fritsch Convective Parameterization: An Update, J. Appl. Meteorol., 43, 170–181, 

https://doi.org/10.1175/1520-0450(2004)043<0170:TKCPAU>2.0.CO;2, 2004. 795 

 

Lauvaux, T., Miles, N. L., Deng, A., Richardson, S. J., Cambaliza, M. O., Davis, K. J., Gaudet, B., Gurney, K. R., Huang, J., 

O’Keefe, D., Song, Y., Karion, A., Oda, T., Patarasuk, R., Razlivanov, I., Sarmiento, D., Shepson, P., Sweeney, C., Turnbull, 

J., and Wu, K.: High-resolution atmospheric inversion of urban CO2 emissions during the dormant season of the Indianapolis 

Flux Experiment (INFLUX), J. Geophys. Res.-Atmos., 121, 5213–5236, https://doi.org/10.1002/2015JD024473, 2016. 800 

 

Lian, J., Bréon, F.-M., Broquet, G., Zaccheo, T. S., Dobler, J., Ramonet, M., Staufer, J., Santaren, D., Xueref-Remy, I., and 

Ciais, P.: Analysis of temporal and spatial variability of atmospheric CO2 concentration within Paris from the GreenLITETM 

laser imaging experiment, Atmos. Chem. Phys., 19, 13809–13825, https://doi.org/10.5194/acp-19-13809-2019, 2019. 

 805 

Lian, J., Lauvaux, T., Utard, H., Bréon, F.-M., Broquet, G., Ramonet, M., Laurent, O., Albarus, I., Cucchi, K., and Ciais, P.: 

Assessing the Effectiveness of an Urban CO2 Monitoring Network over the Paris Region through the COVID-19 Lockdown 

Natural Experiment, Environ. Sci. Technol., 56(4), 2153–2162, https://doi.org/10.1021/acs.est.1c04973, 2022. 

 



 21 

Lin, J. C., Gerbig, C., Wofsy, S. C., Andrews, A. E., Daube, B. C., Davis, K. J., and Grainger, C. A.: A near-field tool for 810 

simulating the upstream influence of atmospheric observations: The Stochastic Time-Inverted Lagrangian Transport (STILT) 

model, J. Geophys. Res.-Atmos., 108, 4493, https://doi.org/10.1029/2002JD003161, 2003. 

 

Lopez-Coto, I., Ren, X., Salmon, O. E., Karion, A., Shepson, P. B., Dickerson, R. R., Stein, A., Prasad, K., and Whetstone, J. 

R.: Wintertime CO2, CH4, and CO Emissions Estimation for the Washington, DC–Baltimore Metropolitan Area Using an 815 

Inverse Modeling Technique, Environ. Sci. Technol., 54, 2606–2614, https://doi.org/10.1021/acs.est.9b06619, 2020. 

 

Makarova, M. V., Alberti, C., Ionov, D. V., Hase, F., Foka, S. C., Blumenstock, T., Warneke, T., Virolainen, Y. A., Kostsov, 

V. S., Frey, M., Poberovskii, A. V., Timofeyev, Y. M., Paramonova, N. N., Volkova, K. A., Zaitsev, N. A., Biryukov, E. Y., 

Osipov, S. I., Makarov, B. K., Polyakov, A. V., Ivakhov, V. M., Imhasin, H. Kh., and Mikhailov, E. F.: Emission Monitoring 820 

Mobile Experiment (EMME): an overview and first results of the St. Petersburg megacity campaign 2019, Atmos. Meas. Tech., 

14, 1047–1073, https://doi.org/10.5194/amt-14-1047-2021, 2021. 

 

Mallia, D. V., Mitchell, L. E., Kunik, L., Fasoli, B., Bares, R., Gurney, K. R., Mendoza, D. L., and Lin, J. C.: Constraining 

Urban CO2 Emissions Using Mobile Observations from a Light Rail Public Transit Platform, Environ. Sci. Technol., 54, 825 

15613–15621, https://doi.org/10.1021/acs.est.0c04388, 2020.  

 

McKain, K., Wofsy, S. C., Nehrkorn, T., Eluszkiewicz, J., Ehleringer, J. R., and Stephens, B. B.: Assessment of ground-based 

atmospheric observations for verification of greenhouse gas emissions from an urban region, P. Natl. Acad. Sci. USA, 109, 

8423–8428, https://doi.org/10.1073/pnas.1116645109, 2012. 830 

 

Morino, I., Matsuzaki, T., and Shishime, A.: TCCON data from Tsukuba (JP), 125HR, Release GGG2014R2 (Version R2) 

[Data set], CaltechDATA, https://doi.org/10.14291/tccon.ggg2014.tsukuba02.R2, 2018. 

 

Nakanishi, M. and Niino, H.: Development of an Improved Turbulence Closure Model for the Atmospheric Boundary Layer, 835 

J. Meteorol. Soc. Japan, 87, 895–912, https://doi.org/10.2151/jmsj.87.895, 2009. 

 

Nassar, R., Napier-Linton, L., Gurney, K. R., Andres, R. J., Oda, T., Vogel, F. R., and Deng, F.: Improving the temporal and 

spatial distribution of CO2 emissions from global fossil fuel emission data sets, J. Geophys. Res.-Atmos., 118, 917–933, 

https://doi.org/10.1029/2012JD018196, 2013. 840 

 

National Centers for Environmental Prediction/National Weather Service/NOAA/U.S. Department of Commerce: NCEP 

GDAS/FNL 0.25 Degree Global Tropospheric Analyses and Forecast Grids, Research Data Archive at the National Center for 

Atmospheric Research, Computational and Information Systems Laboratory, https://doi.org/10.5065/D65Q4T4Z, 2015. 

 845 

Nehrkorn, T., Eluszkiewicz, J., Wofsy, S. C., Lin, J. C., Gerbig, C., Longo, M., and Freitas, S.: Coupled weather research and 

forecasting–stochastic time-inverted lagrangian transport (WRF–STILT) model, Meteorol. Atmos. Phys., 107, 51–64, 

https://doi.org/10.1007/s00703-010-0068-x, 2010. 

 

Oda, T. and Maksyutov, S.: ODIAC Fossil Fuel CO2 Emissions Dataset (ODIAC2020b), Center for Global Environmental 850 

Research, National Institute for Environmental Studies, https://doi.org/10.17595/20170411.001, 2015. 

 



 22 

Oda, T., Maksyutov, S., and Andres, R. J.: The Open-source Data Inventory for Anthropogenic CO2, version 2016 

(ODIAC2016): a global monthly fossil fuel CO2 gridded emissions data product for tracer transport simulations and surface 

flux inversions, Earth Syst. Sci. Data, 10, 87–107, https://doi.org/10.5194/essd-10-87-2018, 2018. 855 

 

Ohyama, H., Morino, I., Velazco, V. A., Klausner, T., Bagtasa, G., Kiel, M., Frey, M., Hori, A., Uchino, O., Matsunaga, T., 

Deutscher, N. M., DiGangi, J. P., Choi, Y., Diskin, G. S., Pusede, S. E., Fiehn, A., Roiger, A., Lichtenstern, M., Schlager, H., 

Wang, P. K., Chou, C. C.-K., Andrés-Hernández, M. D., and Burrows, J. P.: Validation of XCO2 and XCH4 retrieved from a 

portable Fourier transform spectrometer with those from in situ profiles from aircraft-borne instruments, Atmos. Meas. Tech., 860 

13, 5149–5163, https://doi.org/10.5194/amt-13-5149-2020, 2020. 

 

Ohyama, H., Shiomi, K., Kikuchi, N., Morino, I., and Matsunaga, T.: Quantifying CO2 emissions from a thermal power plant 

based on CO2 column measurements by portable Fourier transform spectrometers, Remote Sens. Environ., 267, 112714, 

https://doi.org/10.1016/j.rse.2021.112714, 2021. 865 

 

Olsen, S. C. and Randerson, J. T.: Differences between surface and column atmospheric CO2 and implications for carbon cycle 

research, J. Geophys. Res., 109, D02301, doi:10.1029/2003JD003968, 2004. 

 

Pisso, I., Patra, P., Takigawa, M., Machida, T., Matsueda, H., and Sawa, Y.: Assessing Lagrangian inverse modelling of urban 870 

anthropogenic CO2 fluxes using in situ aircraft and ground-based measurements in the Tokyo area, Carbon Balance Manage., 

14, 6, https://doi.org/10.1186/s13021-019-0118-8, 2019. 

 

Pitt, J. R., Lopez-Coto, I., Hajny, K. D., Tomlin, J., Kaeser, R., Jayarathne, T., Stirm, B. H., Floerchinger, C. R., Loughner, C. 

P., Gately, C. K., Hutyra, L. R., Gurney, K. R., Roest, G. S., Liang, J., Gourdji, S., Karion, A., Whetstone, J. R., Shepson, P. 875 

B.: New York City greenhouse gas emissions estimated with inverse modeling of aircraft measurements, Elementa, 10(1), 

https://doi.org/10.1525/elementa.2021.00082, 2022. 

 

Rodgers, C. D.: Inverse Methods for Atmospheric Sounding: Theory and Practice, World Scientific, Singapore, 2000. 

 880 

Rodgers, C. D. and Connor, B. J.: Intercomparison of remote sounding instruments, J. Geophys. Res.-Atmos., 108, 4116, 

https://doi.org/10.1029/2002JD002299, 2003. 

 

Saha, S., Moorthi, S., Pan, H. L., Wu, X., Wang, J., Nadiga, S., Tripp, P., Kistler, R., Woollen, J., Behringer, D., and Liu, H.: 

The NCEP climate forecast system reanalysis, B. Am. Meteorol. Soc., 91, 1015–1058, 885 

https://doi.org/10.1175/2010BAMS3001.1, 2010. 

 

Saito, M., Yamada, Y., and Oda, T.: Fossil fuel carbon dioxide emission estimates over whole area in Japan, 2023. 

 

Sargent, M., Barrera, Y., Nehrkorn, T., Hutyra, L. R., Gately, C. K., Jones, T., McKain, K., Sweeney, C., Hegarty, J., Hardiman, 890 

B., Wang, J. A., and Wofsy, S. C.: Anthropogenic and biogenic CO2 fluxes in the Boston urban region, P. Natl. Acad. Sci. 

USA, 115(29), 7491–7496, https://doi.org/10.1073/pnas.1803715115, 2018. 

 

Sasai, T., Ichii, K., Yamaguchi, Y., and Nemani, R. R.: Simulating terrestrial carbon fluxes using the new biosphere model 

BEAMS: Biosphere model integrating eco-physiological and mechanistic approaches using Satellite data, J. Geophys. Res., 895 



 23 

110, G02014, https://doi.org/10.1029/2005JG000045, 2005. 

 

Seto, K. C., Dhakal, S., Bigio, A., Blanco, H., D’elgado, G., Dewar, D., Huang, L., Inaba, A., Kansal, A., Lwasa, S., McMahon, 

J., Müller, D., Murakami, J., Nagendra, H. and Ramaswami, A.: Human settlements, infrastructure, and spatial planning. In: 

Climate Change 2014: Mitigation of Climate Change. Contribution of Working Group III to the Fifth Assessment Report of 900 

the Intergovernmental Panel on Climate Change (Edenhofer, O., Pichs-Madruga, R., Sokona, Y., Farahani, E., Kadner, S., 

Seyboth, K., Adler, A., Baum, I., Brunner, S., Eickemeier, P., Kriemann, B., Savolainen, J., Schlömer, S., von Stechow, C., 

Zwickel, T., Minx, J. C., eds.), Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA, 2014. 

 

Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Barker, D. M., Duda, M. G., Huang, X.-Y., Wang, W., and Powers, 905 

J. G.: A description of the advanced research WRF version 3, Tech. Note, NCAR/TN-475+STR, NCAR, 2008. 

 

Smirnova, T. G., Brown, J. M., Benjamin, S. G., and Kenyon, J. S.: Modifications to the rapid update cycle land surface model 

(RUC LSM) available in the weather research and forecasting (WRF) model, Mon. Weather Rev., 144, 1851–1865, 

https://doi.org/10.1175/MWR-D-15-0198.1, 2016. 910 

 

Sugawara, H., Ishidoya, S., Terao, Y., Takane, Y., Kikegawa, Y., and Nakajima, K.: Anthropogenic CO2 emissions changes 

in an urban area of Tokyo, Japan, due to the COVID-19 pandemic: A case study during the state of emergency in April–May 

2020, Geophys. Res. Lett., 48, e2021GL092600, https://doi.org/10.1029/2021GL092600, 2021. 

 915 

Thompson, G., Field, P. R., Rasmussen, R. M., and Hall, W. D.: Explicit forecasts of winter precipitation using an improved 

bulk microphysics scheme. Part II: Implementation of a new snow parameterization, Mon. Weather Rev., 136, 5095–5115, 

https://doi.org/10.1175/2008MWR2387.1, 2008. 

 

Tozer, B, Sandwell, D. T., Smith, W. H. F., Olson, C., Beale, J. R., and Wessel, P: Global bathymetry and topography at 15 920 

arc sec: SRTM15+, Distributed by OpenTopography, https://doi.org/10.5069/G92R3PT9, 2019. 

 

Turner, A. J., Kim, J., Fitzmaurice, H., Newman, C., Worthington, K., Chan, K., Wooldridge, P. J., Köehler, P., Frankenberg, 

C., and Cohen, R. C.: Observed impacts of COVID-19 on urban CO2 Emissions, Geophys. Res. Lett., 47, e2020GL090037, 

https://doi.org/10.1029/2020GL090037, 2020. 925 

 

United Nations, Department of Economic and Social Affairs, Population Division: The World’s Cities in 2018—Data Booklet 

(ST/ESA/ SER.A/417), 2018. 

 

Vogel, F. R., Frey, M., Staufer, J., Hase, F., Broquet, G., Xueref-Remy, I., Chevallier, F., Ciais, P., Sha, M. K., Chelin, P., 930 

Jeseck, P., Janssen, C., Té, Y., Groß, J., Blumenstock, T., Tu, Q., and Orphal, J.: XCO2 in an emission hot-spot region: the 

COCCON Paris campaign 2015, Atmos. Chem. Phys., 19, 3271–3285, https://doi.org/10.5194/acp-19-3271-2019, 2019. 

 

Wunch, D., Toon, G. C., Blavier, J.-F. L., Washenfelder, R. A., Notholt, J., Connor, B. J., Griffith, D. W. T., Sherlock, V., and 

Wennberg, P. O.: The Total Carbon Column Observing Network, Philos. T. Roy. Soc. A, 369, 2087–2112, 935 

https://doi.org/10.1098/rsta.2010.0240, 2011. 

 

Wunch, D., Toon, G., Sherlock, V., Deutscher, N. M., Liu, C., Feist, D. G., and Wennberg, P. O.: The Total Carbon Column 



 24 

Observing Network’s GGG2014 Data Version, CaltechDATA, 

https://doi.org/10.14291/tccon.ggg2014.documentation.R0/1221662, 2015. 940 

 

Ye, X., Lauvaux, T., Kort, E. A., Oda, T., Feng, S., Lin, J. C., Yang, E. G., and Wu, D.: Constraining fossil fuel CO2 emissions 

from urban area using OCO-2 observations of total column CO2, J. Geophys. Res.-Atmos., 125, 

https://doi.org/10.1029/2019JD030528, 2020. 

 945 

Zhao, X., Marshall, J., Hachinger, S., Gerbig, C., Frey, M., Hase, F., and Chen, J.: Analysis of total column CO2 and CH4 

measurements in Berlin with WRF-GHG, Atmos. Chem. Phys., 19, 11 279–11 302, https://doi.org/10.5194/acp-19-11279-

2019, 2019. 

 

Zhao, X., Chen, J., Marschall, J., Gałkowski, M., Hachinger, S., Dietrich, F., Shekhar, A., Gensheimer, J., Wenzel, A., and 950 

Gerbig, C.: Understanding greenhouse gas (GHG) column concentrations in Munich using WRF, Atmos. Chem. Phys. Discuss. 

[preprint], https://doi.org/10.5194/acp-2022-281, in review, 2022. 

  



 25 

Table 1. Physics and model options of the WRF data used in the reference inversion. 

Model version V3.9.1.1 (WRF Preprocessing System: V3.9.1) 

Meteorological input data  

(Initial and boundary conditions) 

JMA mesoscale model (MSM–GPV) data 

Soil: NCEP-FNL data 

Land use information veg_jstream (Chatani et al., 2018) 

Model grid size d01, 3 km; d02, 1 km; 51 vertical layers  

Grid nudging d01: whole layer for uv, t, q (see main text) 

d02: whole layer for uv; above PBL for t, q 

Planetary boundary layer Mellor–Yamada–Janjić (MYJ) scheme (Janjić, 1994) 

Land surface model Rapid Update Cycle (RUC) model (Smirnova et al., 2016) 

Surface layer Revised MM5 scheme (Jiménez et al., 2012) 

Microphysics Thompson scheme (Thompson et al., 2008) 

Cumulus parameterization Kain–Fritsch scheme (only d01) (Kain, 2004) 

Shortwave RRTMG scheme (Iacono et al., 2008) 

Longwave RRTMG scheme (Iacono et al., 2008) 

 955 

 

Table 2. Mean differences and their standard deviations (1s) in wind speed (m/s) between model data (three WRF simulations 

and ERA5 reanalysis data) and the observational data at five AMeDAS sites (model minus AMeDAS). Bold letters indicate 

the best-case results among the models. 

Site WRF/MYJ WRF/MYNN25 WRF/YSU+topo ERA5 

Saitama  0.16 ± 1.30  0.20 ± 1.29  0.43 ± 1.36  0.17 ± 1.22 

Tokyo  0.22 ± 1.53  0.70 ± 1.96  0.39 ± 1.38  0.40 ± 1.42 

Haneda -0.96 ± 1.75 -0.78 ± 1.89 -0.84 ± 1.80 -0.98 ± 1.67 

Chiba  0.18 ± 1.64  0.53 ± 1.89 -0.48 ± 1.66 -0.20 ± 1.46 

Kisarazu  1.00 ± 1.38  1.30 ± 1.69  1.20 ± 1.47  0.84 ± 1.41 

 960 

 

Table 3. Mean differences and their standard deviations (1s) in wind direction (degrees) between model data (three WRF 

simulations and ERA5 reanalysis data) and the observational data at five AMeDAS sites (model minus AMeDAS). Bold letters 

indicate the best-case results among the models. 

Site WRF/MYJ WRF/MYNN25 WRF/YSU+topo ERA5 

Saitama  -9.5 ± 64.9 -14.0 ± 63.1 -12.9 ± 65.2   2.3 ± 60.4 

Tokyo  -0.6 ± 52.8  -2.5 ± 55.1   1.5 ± 50.6 10.0 ± 52.4 

Haneda  -0.7 ± 52.0  -4.1 ± 55.0   0.6 ± 56.1 14.7 ± 56.9 

Chiba  -6.3 ± 48.6  -5.1 ± 49.9  -3.7 ± 49.9  -1.9 ± 52.0 

Kisarazu -13.1 ± 47.1 -10.4 ± 49.1 -12.7 ± 49.4  -9.7 ± 55.7 

 965 
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Table 4. Mean fractions of DXCO2 simulated using the three CO2 fluxes (DXCO2 Area for area source emission, DXCO2 LPS for 

large point source emission, and DXCO2 Bio for the biogenic flux) to the sum of DXCO2 NPS, DXCO2 LPS, and the absolute value 

of DXCO2 Bio for each site. 

Site DXCO2 Area (%) DXCO2 LPS (%) DXCO2 Bio (%) 

Tsukuba 77.8 15.7 6.6 

Saitama 83.6 9.2 7.3 

Sodegaura 47.7 47.6 4.6 

 970 

 

Table 5. Total CO2 emissions from the TMA, scaling factors of large point source (LPS) emissions, degree of freedom for 

signal (DOFS), and prior and posterior XCO2 differences between the simulations and observations for the different 

meteorological data, prior emission data, prior uncertainty (sa), spatial correlation length of Sa (ls), temporal correlation length 

of Sε (lt), and spatial resolution of the inversion domain (rs). 975 
Case Meteorological data + prior 

emission data 

sa 

(%) 

ls 

(km) 

lt  

(h) 

rs  

(°) 

Prior XCO2 

difference 

(ppm) 

Posterior XCO2 

difference 

(ppm) 

Total CO2 

emission (Mt-

CO2 d-1) 

Scaling factor 

of LPS 

emissions 

DOFS 

#0 WRF/MYJ + ODIAC 85 10 1 0.025 0.30 ± 1.31 -0.03 ± 1.21 1.037 0.856 6.49 

#1 WRF/MYJ + ODIAC 

(LPS fixed) 

85 10 1 0.025 0.30 ± 1.31 0.00 ± 1.23 1.092 1 (Fixed) 5.85 

#2a WRF/MYNN25 + ODIAC 85 10 1 0.025 0.26 ± 1.39 -0.02 ± 1.29 0.990 0.820 5.47 

#2b WRF/YSU+topo + ODIAC 85 10 1 0.025 0.16 ± 1.40 -0.10 ± 1.31 1.014 0.830 5.17 

#2c ERA5 + ODIAC* 85 10 1 0.025 -0.31 ± 1.85 -0.25 ± 1.46 0.846 0.537 5.79 

#3a WRF/MYJ + ODIAC 50 10 1 0.025 0.30 ± 1.31 0.00 ± 1.23 0.954 0.817 4.01 

#3b WRF/MYJ + ODIAC 120 10 1 0.025 0.30 ± 1.31 -0.04 ± 1.20 1.118 0.863 8.35 

#4a WRF/MYJ + ODIAC 85 5 1 0.025 0.30 ± 1.31 0.01 ± 1.21 1.045 0.818 5.54 

#4b WRF/MYJ + ODIAC 85 20 1 0.025 0.30 ± 1.31 -0.06 ± 1.22 1.013 0.862 6.37 

#5a WRF/MYJ + ODIAC 85 10 0.5 0.025 0.30 ± 1.31 -0.05 ± 1.22 1.043 0.881 6.73 

#5b WRF/MYJ + ODIAC 85 10 2 0.025 0.30 ± 1.31 0.00 ± 1.22 1.047 0.893 7.33 

#6 WRF/MYJ + EDGAR 95 14 1 0.025 0.06 ± 1.44 -0.16 ± 1.27 0.873 - 6.55 

#7a WRF/MYJ + ODIAC 75 16 1 0.05 0.30 ± 1.31 -0.06 ± 1.22 0.989 0.830 5.84 

#7b WRF/MYJ + ODIAC 65 25 1 0.1 0.30 ± 1.31 -0.06 ± 1.23 0.959 0.826 5.05 

*Data from Sodegaura on 23 March 2016 were excluded. 
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Figure 1. Locations of the two EM27/SUN observation sites (Saitama University and Sodegaura City Hall) and Tsukuba 

TCCON site (yellow circles). Also shown are the AMeDAS stations (red circles) used for the comparison with wind data from 980 

the WRF simulation and the ERA5 reanalysis data. The calculation of the footprint by WRF–STILT was performed for the 

entire region displayed in this figure. The elevation data are from the Global Bathymetry and Topography at 15 arcsec 

(SRTM15+ V2.1) (Tozer et al., 2019). The upper right figure shows the location of the study area relative to Japan as a whole. 
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 985 
Figure 2. Time series of XCO2 and XCH4 during the observation campaign, including side-by-side measurements conducted 

at Tsukuba. The dashed vertical lines show the dates when the field observations began and ended at the three sites. 
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Figure 3. Anthropogenic CO2 emissions from the TMA in March 2016 in (a) the original ODIAC 2020b data and (b) the same 990 

data except that the locations and emission magnitudes of large point sources, such as power plants and manufacturing plants, 

were corrected based on the national emission inventory. Open diamonds denote the locations of large point sources, and the 

crosses in (b) denote the observation sites. 
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Figure 4. (a) NEE data at 03 UTC 23 March 2016 from the VISITc model and (b) GVF data during 20–26 March 2016. (c) 

NEE data downscaled using the GVF data. 
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 1000 
Figure 5. Average CO2 emission fluxes from (a) ODIAC2020b data in February and March 2016 and (b) MOSAIC data in 

February and March 2015. (c) The difference between the two datasets aggregated to 0.025° × 0.025° spatial resolution, 

calculated as (ODIAC – MOSAIC) / (0.5 × (ODIAC + MOSAIC)) × 100. Note that large point sources have been excluded. 

 

  1005 



 32 

 
Figure 6. Average diurnal variations in XCO2 differences (XCO2Enh) from daily background values. These background values 

were assumed to be common to the three sites and be the 5th percentile value of the Tsukuba TCCON measurements throughout 

each day. The average XCO2Enh values (open diamonds) and their standard deviations (shading) were calculated for 15-min 

bins using all data acquired during the campaign period. 1010 
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Figure 7. Comparison of the XCO2 observations with the WRF–STILT simulation results (open blue diamonds) at (a) Saitama 

and (b) Sodegaura. The observations are presented as individual values (open gray circles) and as the 15-min averaged values 

used for the inversion (open black diamonds). 1015 
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Figure 8. Comparison of the XCO2 observations with the WRF–STILT prior (blue) and posterior (red) simulation results for 

three representative days at (a–c) Saitama and (d–f) Sodegaura. The observations are presented as individual values (open 

circles) and as the 15-min averaged values used for the inversion (open diamonds). 1020 
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Figure 9. Scatter plot of observed XCO2 values and values simulated from the prior (black) and posterior (red) emission fluxes. 

The mean difference between the simulations and observations (simulation minus observation) with the standard deviation 

(±1s) is denoted as d, and r is the correlation coefficient. 1025 
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Figure 10. Mean contribution of each grid cell to the DXCO2 values simulated from prior area source emissions over the 

campaign period. The CO2 emissions were optimized for the domain within the magenta rectangle. 
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Figure 11. (a) Area source CO2 emission fluxes in the TMA in the reference inversion (case #0 in Table 5) combining posterior 

(within the magenta rectangle) with prior (outside the rectangle) CO2 emissions and (b) the difference between the posterior 

and prior emissions. The dotted lines show the administrative boundaries. 
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Figure 12. Total CO2 emissions in the TMA calculated from the posterior emission fluxes (red), ODIAC data (blue), and 

MOSAIC data (green). The posterior emission fluxes are shown for the reference inversion (case #0 in Table 5) and the 

ensemble mean of all cases listed in Table 5. The error bars for the prior and posterior emission fluxes are the respective 

estimated uncertainties, whereas that for the ensemble mean is the standard deviation. For the ODIAC and MOSAIC data, 1040 

both original and LPS-corrected total emissions are shown. 
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