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 58 

S1. Overview of facility scale quantifications with all methods 59 

Table S1 provides an overview of the number of measurements performed with each 60 

quantification approach at different types of production infrastructure during the ROMEO 61 

campaign. Most of the quantifications were carried out for oil wells, and thus the present analysis 62 

focuses on this type of sites.   63 

Table S1. Overview of the number of sampled types of sites for each measurement method 64 

employed during the ROMEO campaign. 65 

Site Type 
 Number of sites   

OTM-33A GPMa TDMb MBA Total 

Oil wells 54 68 25 31 178 

Gas wells 11 12 6 2 31 

Other facilitiesc 6 30 19 8 63 

Unknown 6 1 - 2 9 

Total 77 111 50 43 281 

OTM-33A: Other Test Method - 33A, GPM: Gaussian Plume Method, TDM: Tracer 66 

Dispersion Method, MBA: Mass Balance  67 
aThis category includes both GPM and “Estimates” based on one mole fraction record. 68 
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b BDL values estimated from the TDM team are not included in this table (see S2). 69 
c ”Other facilities" include oil parks, gas compressor stations, oil deposits, oil and gas 70 

production batteries, disposal injection wells and sites mentioned as "other facilities" 71 

in the data provided by the O&G production operator. 72 

 73 

S2. Facility scale measurement methods 74 

In the following we provide additional information on the deployment of each of the four site 75 

level quantification methods during the ROMEO campaign.  76 

 77 

Tracer Dispersion Method 78 

The Tracer Dispersion Method (TDM) dataset and the evaluation approach that was 79 

implemented during the ROMEO campaign were previously described in Delre et al. (2022).  80 

 To release the tracer gas as closely as possible to the emission point, a flexible tube was 81 

pushed to the location of the well borehole by using a rod. In cases where this was not possible, 82 

such as at large area sources, the tracer was released from the side of the fence protecting the 83 

target area. Measurements of CH4 and tracer gases concentrations were carried out by 84 

performing on average 9 downwind plume traverses. The site-representative methane emission 85 

rate was then calculated by averaging the emission rates estimated from the multiple traverses 86 

across the plume. 87 

Delre et al. (2022) assigned upper limits of emission rates to sites where the measured plumes 88 

were Below Detection Limit (BDL). This means that the CH4 mole fraction downwind a site was 89 

the same as upwind, within the analytical uncertainty. Upper limits for emission rates were 90 

assigned to these sites based on the lowest measurable emission rate that would have been 91 

detectable with the analyser. In this work, these BDL values are not used for the derivation of 92 

emission factors with our statistical approach, but they are used for the determination of the 93 

detection limit and the fraction of non-detects for the TDM dataset (see S5).  94 

 95 

Other Test Method 33A 96 

The Other Test Method (OTM) - 33A dataset and application during the ROMEO campaign was 97 

previously described in (Korbeń et al., 2022). OTM-33A is based on stationary observations of the 98 

mole fraction of trace gases, and quantification using wind direction and speed. When an 99 

emission plume has been detected downwind of an emission point from mobile screening (see 100 

below), the vehicle is parked in the plume and mole fraction and wind information are recorded 101 

over a period of approximately 20 minutes. The CH4 emission rate Q can then be calculated 102 

applying Eq. 1 (Korbeń et al., 2022). 103 

                                                        𝑄 = 2𝜋 ∙ 𝜎𝑦 ∙ 𝜎𝑧 ∙ 𝑈 ∙ 𝐶                                                              (1) 104 

Where σy  and σz are the horizontal and vertical dispersion coefficients, U is the horizontal mean 105 

wind speed, and C is the maximum CH4 mole fraction calculated with a Gaussian fit algorithm. 106 

 107 

Gaussian Plume Method 108 

Measurements with the Gaussian Plume Method (GPM) were additionally performed by the 109 

two teams carrying out quantifications using the TDM and OTM-33A approaches as mentioned 110 

in the above sections, and the GPM dataset and application during the ROMEO campaign was 111 

also described in detail in (Korbeń et al., 2022) and (Delre et al., 2022). 112 
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To determine emission rates from a plume, the GPM calculates the average local-scale CH4 113 

dispersion using an idealized approximation and assuming constant meteorological conditions 114 

(Hanna et al., 1982). When a gas is released from an emission point, it is entrained in the 115 

prevailing ambient air flow (defined as the x direction) and the dispersion from the emission point 116 

creates an idealized cone while it disperses in the y and z direction over time. The mole fraction 117 

of the gas at any point, and eventually the emission rate, can be calculated by using information 118 

about the height of the source, wind speed and wind dispersion parameters (Riddick et al., 2017) 119 

and applying Eq. 2 (Turner, 1970; Korbeń et al., 2022). 120 

𝐶(𝑥, 𝑦, 𝑧) =  
𝑄

2𝜋𝜎𝑦𝜎𝑧𝑈
exp (−
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)]          (2) 121 

where σy  and σz are the horizontal and vertical dispersion coefficients, U is the mean wind speed, 122 

and C is the maximum observed CH4 mole fraction. This method can be used on public roads 123 

without site access and measurements can be carried out in a straightforward manner and a 124 

limited time. However, GPM modelling can introduce systematic errors that are difficult to 125 

quantify and result in errors on emission magnitudes of at least a factor of three, if not more 126 

(Yacovitch et al., 2015).  127 

Because of site accessibility and/or wind conditions, some emitting sites could not be 128 

successfully quantified using the TDM. In these cases, the emission rates were calculated by 129 

fitting a Gaussian peak to the CH4 enhancement recorded a few meters downwind of the site 130 

(conceptually similar to the “screening” evaluations described in section S10). This approach uses 131 

often only one single mole fraction record. Emission rates from this approach are referred to as 132 

“Estimate” and they are included in the group GPM here. Delre et al. (2022) compared emission 133 

rates derived from all three evaluation methods (TDM, GPM, “Estimates”) at 41 O&G sites. They 134 

found lower estimates from GPM and “Estimate” evaluations compared to TDM and applied a 135 

correction of a factor of 2 or more to the GPM and “Estimate” quantifications (Delre et al., 2022). 136 

As stated in the main text, we do not apply this correction to GPM measurements, since a 137 

comparison to TDM is not possible for the other measurement teams (Korbeń et al., 2022). 138 

On several days of the ROMEO campaign, the C2H2 analyser was not operational and the TDM 139 

could not be applied. During these days, the GPM was applied by the same team using a CH4 140 

analyser. Similarly, when the OTM-33A could not be applied, either because the topographic 141 

conditions were not suitable or because the wind conditions were not appropriate, the GPM was 142 

applied (Korbeń et al., 2022).  143 

 144 

Mass Balance Approach 145 

Two different UAV-based systems using a Mass Balance Approach (MBA) were used to 146 

quantify the emission rates from the surveyed oil and gas facilities. Here we describe the 147 

differences in the MBA between the active AirCore system from the University of Groningen (UG) 148 

and the Quantum Cascade Laser Absorption Spectrometer (QCLAS) from the Swiss Federal 149 

Institute for Materials Science and Technology (EMPA). 150 

The UG MBA has been described in Vinković et al. (2022). The total CH4 flux in grams per 151 

second (gs-1) of a source is derived as: 152 

𝑄𝐶𝐻4
=  𝑣𝑐𝑜𝑠𝜃𝑀𝐶𝐻4

𝑛 𝑑𝑟𝑦𝑎𝑖𝑟 ∑ ∑ ∆𝑐 ∆𝑥∆𝑧 ,                (3) 
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where 𝑣 is the mean horizontal wind speed, 𝜃 is the angle between the mean wind direction and 153 

the flight trajectory, 𝑀𝐶𝐻4
 is the molecular mass of methane, 𝑛 𝑑𝑟𝑦𝑎𝑖𝑟 is the molar density of dry 154 

air, ∆𝑐 is the enhancement of the CH4 mole fraction above background, and ∆𝑥 and ∆𝑧 are the 155 

horizontal and the vertical increments of the integration plane, respectively. The background was 156 

determined as the 10th percentile of the downwind flight CH4 measurements as in Vinković et al. 157 

(2022). The total uncertainty is derived by error propagation, based upon the variability and 158 

uncertainty in each variable of the equation 3.  159 

The EMPA MBA uses a cluster analysis to separate elevated mole fractions from background 160 

measurements, and then applies ordinary kriging to each of the two cluster to interpolate the 161 

data in space (Morales et al. 2022). The emission rate 𝑄𝐶  (gs-1) is then derived as: 162 

Where the 𝑦-axis is aligned with the vertical cross-section. The integral over the 2D-plane is 163 

approximated in the observations as a discrete summation of CH4 enhancement 𝑐(𝑦, 𝑧) 164 

multiplied with the component of the horizontal vector 𝑢(𝑦, 𝑧) normal to the vertical cross-165 

section. The overall error is a function of the two variables 𝑐 and 𝑢. The CH4 background was 166 

determined from measurements outside of the plume of interest following the Robust Extract 167 

Baseline Signal algorithm (Ruckstuhl et al., 2012). 168 

 169 

S3. Statistical tests for lognormality 170 

To examine if our sampled data follow a lognormal distribution, we first log-transform the 171 

measured site-level emission rates. The Shapiro-Wilk and Lilliefors tests for normality are then 172 

used to determine if the log-transformed data are normally distributed. These two tests are 173 

appropriate in a situation where the parameters (μ and σ) of the null distribution are unknown. 174 

Previous studies have found that the Shapiro-Wilk test is the most powerful normality test and 175 

the performance of Lilliefors test is  comparable with Shapiro-Wilk test (Razali and Wah, 2011). 176 

We perform the tests for the subset of oil wells including measurements above the detection 177 

limit of each method. The null hypothesis for the tests is that the log transformed emissions data 178 

comes from a normal distribution, with critical P-value of 0.05. The statistical tests were 179 

performed in Python using the scientific computation libraries SciPy (Virtanen et al., 2020) and 180 

statsmodels (Seabold and Perktold, 2010). 181 

Table S2 shows the results from both statistical tests for each tested dataset. For the subset 182 

of oil wells, the null hypothesis of lognormality is accepted by both the Shapiro-Wilk and Lilliefors 183 

test for all four measurement methods. Therefore, we conclude that for oil wells, the assumption 184 

that the distribution of site-level emissions rates above the detection limit follows a lognormal 185 

distribution is valid. For the screenings, the null hypothesis of lognormality is rejected for three 186 

out of five datasets. We decide to apply the statistical estimator for the subset of oil wells to 187 

qualitatively compare the results between the quantifications and the screenings. However, we 188 

acknowledge that the lognormal distribution might not characterize the distribution from the 189 

screenings accurately.  190 

Table S2. Results from the Shapiro-Wilk test and the Lilliefors test of lognormality for each tested 191 

dataset. 192 

Grouping Shapiro – Wilk test            Lilliefors test 

𝑄𝐶 =  ∫ ∫ 𝑐(𝑦, 𝑧)

𝑧𝑚𝑎𝑥

0

𝑦𝑚𝑎𝑥

𝑦𝑚𝑖𝑛

𝑢(𝑦, 𝑧) ∙ �̂�𝑑𝑧𝑑𝑦,             (4) 
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 P-valuea Result    P-valuea Result 

OTM-33A 0.723 Pass 0.229 Pass 

GPM 0.177 Pass 0.504 Pass 

TDM 0.100 Pass 0.096 Pass 

MBA 0.494 Pass 0.682 Pass 

All quantifications 0.121 Pass 0.646 Pass 

Screeningsb      

Vehicle 1 0.018 Fail 0.001 Fail 

Vehicle 2 0.940 Pass 0.573 Pass 

Vehicle 3 0.377 Pass 0.722 Pass 

Vehicle 4 0.036 Fail 0.015 Fail 

Vehicle 5 0.002 Fail 0.013 Fail 

Combined vehicles 0.002 Fail 0.050 Pass 
aA dataset with P value above 0.05 is considered as evidence for the  193 

lognormal distribution of the dataset, indicating that the datasets “pass” 194 

the test for lognormality.  195 
bScreenings were performed using five different vehicles and results were 196 

separated accordingly into five different datasets. 197 

 198 

S4. Determination of emissions distributions and emission factors 199 

In this study, we estimate emissions probability density functions (pdfs) that follow a 200 

lognormal distribution using a mathematical approach that has been used in previous 201 

publications (Zavala-Araiza et al., 2015, 2018; Alvarez et al., 2018; Robertson et al., 2020). These 202 

pdfs are then used to derive representative site-level emission Factors (EF) that consider the 203 

effect of the low probability but high-emission sites that describe skewed distributions. 204 

Let x be the natural logarithm of CH4 emissions (in kg h–1) measured at a site. Since x is normally 205 

distributed, the pdf of observing a single data point x, is given by: 206 

                                                     𝑝(𝑥|𝜇, 𝜎) =  
1

𝜎√2𝜋
𝑒

−
(𝑥−𝜇)2

2𝜎2                                                               (5) 207 

Where μ and σ denote the mean and the standard deviation of the log-transformed data. We 208 

define Φ(x) as the cumulative standard normal: 209 

                                                   𝛷(𝑥) =  ∫
1

√2𝜋
𝑒−

𝜕2

2 𝑑𝜕
𝑥

−∞
                                                                   (6) 210 

And: 211 

                                                    ∫ 𝑝(𝜕|𝜇, 𝜎)𝑑𝜕 = 𝛷 (
𝑥−𝜇

𝜎
)

𝑥

−∞
                                                             (7) 212 

The natural logarithm of the likelihood function, or log-likelihood function is: 213 
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                                𝑙(𝜇, 𝜎) = 𝑆𝑜𝑙𝑛𝛷 (
𝐷𝐿−𝜇

𝜎
) − 𝑆𝑟𝑙𝑛𝜎 − ∑

(𝑥𝑖−𝜇) 2

2𝜎2

𝑆𝑟
𝑖=1                                              (8) 214 

where DL is the Detection Limit, or the lowest detectable emission rate, of each quantification 215 

method, So is the number of measurements at or below the detection limit and Sr is the number 216 

of measurements above the detection limit. 217 

We use Maximum Likelihood Estimation (MLE) to derive the parameters μ and σ by performing 218 

an optimisation routine which maximises Eq. 8. MLE is a popular method that allows us to use 219 

the observed data to estimate the parameters of the probability distribution that generated this 220 

observed sample. We also use a direct search algorithm to calculate 95 % confidence intervals 221 

(CI) by inverting the Likelihood Ratio Test, a statistical test used to compare the goodness of fit 222 

between two models. We can then use the maximum likelihood estimated parameters to derive 223 

a central, site-level emission factor on the arithmetic scale, EF, defined as:     224 

                                                               EF =  𝑒𝜇+
1

2
𝜎2

                                                                           (9) 225 

Emission distributions can be characterized following this approach for sufficiently large 226 

sample sizes (i.e., approximately >25 samples; Alvarez et al. 2018 ). Zavala-Araiza et al. (2015) 227 

provides an extensive description of this statistical approach as well as additional variations or 228 

constrains of this method. 229 

This statistical estimator approach is our default method for the determination of emissions 230 

distributions and emission factors. In addition to the statistical estimator, we use alternative 231 

approaches to determine the whole basin emission factor by separating data from each 232 

measurement method (OTM-33A, GPM, TDM, MBA) into two regions, referred to as “east” and 233 

“west” parts of the production basin (see Fig. 1 in main text). In this approach, the non-detects 234 

were added based on the lowest measured value per method and per region (Table S3). In this 235 

approach, methods that have measured very low values do not need non-detects. A more 236 

detailed description and the results of this approach can be found in Section S7.  237 

S5. “Non-detects” and Detection Limit 238 

To ensure that our emission factor estimates are as representative as possible of the emission 239 

distribution of the total population of oil wells in the studied regions, the implementation of the 240 

statistical estimator requires information about the detection limit of each method and the 241 

number of sites emitting at an emission rate below this detection limit, the so called "non-242 

detects". The original measurements below the detection limit of each method (if there are any) 243 

are replaced by a (typically larger) number of censored data based on the estimated fraction of 244 

non-detects (see below). 245 

Korbeń et al. (2022) evaluated data from the screening vehicles to estimate the number of 246 

sites below the detection limit for the OTM-33A method. Using a minimum enhancement above 247 

background of 200 ppb for the application of the OTM-33A technique, they determined a fraction 248 

of 35 % of non-detects for the subset of oil wells. The detection limit of the OTM-33A has been 249 

discussed in previous studies. Brantley et al. (2014) determined the detection limit of OTM-33A 250 

method equal to 0.036 kg h–1. Robertson et al. (2020) performed a sensitivity analysis using 251 

different detection limits but since no significant effect on the results was found, they also 252 

determined the detection limit as 0.036 kg h–1. For the ROMEO measurements, Korbeń et al. 253 

(2022) determined the detection limit as 0.11 kg h–1, which is the lowest emission rate measured 254 

using OTM-33A in this study. We use this value for our analysis and apply it as well to the GPM 255 
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dataset because the OTM-33A and GPM measurements were partly carried out by the same 256 

teams following a consistent site selection approach (Korbeń et al., 2022). 257 

For the UAV-based measurements, for our reference statistical approach the detection limit 258 

is set equal to the lowest quantified value of two UAV-based datasets, which is the same as for 259 

the OTM-33A method, 0.11 kg h–1. Since the lowest quantified value of these two measurements 260 

methods is the same and they visited approximately the same regions, we also use the same 261 

percentage of non-detects as the OTM-33A method, thus 35%.  For the alternative statistical 262 

approaches A3-A6 (See S7) the detection limit is also set to the lowest quantified value, but per 263 

region, which is 0.11 and 0.20 kgh-1 for the regions “west” and “east”, respectively. We determine 264 

the percentage of non-detects to be equal to 38 % for region “west”, and 55 % for region “east”. 265 

For the TDM quantifications, the number of the BDL sites (see S1) can be directly used as S0 266 

for the TDM quantifications. This leads to a fraction of 27 % for oil wells for the TDM method. For 267 

the derivation of the detection limit, we use the average of the calculated upper limit emission 268 

rates assigned to the sites with emissions BDL. This leads to a detection limit of 0.07 kg h–1. 269 

Roscioli et al. (2015) reported the detection limit of TDM equal to 0.02 kg h–1. Because of 270 

unfavourable meteorological conditions during the three-week campaign in Romania, in 271 

particular low and unstable wind speed, it is reasonable that the detection limit is higher in our 272 

study. 273 

We can also use the screening dataset to obtain independent information about the number 274 

of sites below the detection limit of our measurement methods. 217 oil wells had normalized CH4 275 

enhancements lower than 2.2 ppm, accounting for 32 % of the total number of screened oil wells 276 

that were assigned to the normalized enhancements. As mentioned above, the value of 2.2 ppm 277 

is considered as the limit for OTM-33A (Korbeń et al., 2022). For a limit of 1.9 ppm, we get a 278 

fraction of 30 %, whereas for a higher limit of 2.5 ppm, we get a fraction of 35 %. These 279 

percentages are comparable to the value of 35 % that we used for the derivation of emission 280 

factors (for OTM-33A, GPM and MBA), based on the results of Korbeń et al. (2022), and 27 % (for 281 

TDM), based on the fraction of BDL values from the TDM team (Delre et al., 2022). An alternative 282 

approach to determine the percentage of non-detects for each measurement method using the 283 

screening data is described in section see S6.  284 

The effect on the lognormal fit and the final EFs was further evaluated by testing several 285 

different values for the detection limit and the fraction of non-detects (see S8). We find that by 286 

decreasing the value of the detection limit or by increasing the fraction of non-detects, the 287 

estimated EFs increase, due to the widening of the distribution towards the lower end. To avoid 288 

overestimating the fraction of non-detects, and thus leading to an erroneously large estimate of 289 

the EFs, we perform the calculations with a smaller fraction of non-detects. We consider that a 290 

certain portion, specifically 2/3, of the non-detects are zero-emitters, e.g., sites without any 291 

emissions. This approach is referred to as our reference scenario (A1) and is discussed in the main 292 

text.  293 

Table S3 provides an overview of the different detection limits and percentages of non-detects 294 

used for each statistical method A1-A4 that have been performed to evaluate the ROMEO oil well 295 

measurements. Table S10 (section S7) provides an overview of the estimated parameters μ, σ 296 

and EF, and a description of these different statistical methods A1-A6. 297 

Table  S3. Summary of the different detection limits and percentages of non-detects used for each 298 

different approach.  299 

Method Ref [whole basin] A3&A4               
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A1  A2 East region West region 

DL [kg h-1] So [%] DL [kg h-1] So [%] DL [kg h-1] So [%] DL [kg h-1] So [%] 

OTM-33A 0.11 12 0.11 35 0.40 70 0.11 39 

GPM 0.11 12 0.11 35 1×10-3 - 0.03 12 

TDM 0.07 9 0.07 27 1.2×10-3 - 6.5×10-3 - 

MBA 0.11 12 0.11 35 0.20 55 0.11 38 
A1-Reference, see section S4, A2-Same as reference approach but with higher # of non-detects, A3-Per 300 

method & different # non detects, A4-Per region & different # non-detects, A5-Per method & no non-301 

detects, A6-Per region & no non-detects (A5&A6 use the same DL as A3&A4 but zero So and therefore not 302 

included separately in the above table). 303 

 304 

 305 

S6. Alternative determination of non-detects from screening data 306 

To derive an alternative estimate for the number of non-detects, we investigate the 307 

correlation between the CH4 emission rate determined for the quantified sites and the maximum 308 

observed CH4 mole fraction observed at the same site from the screening data. We expect that 309 

in general higher emission rates should correspond to higher mole fractions during the screening 310 

phase, but local meteorological conditions will strongly affect the correlation for individual 311 

points. Therefore, screenings are not sufficient for an emission quantification since they are 312 

short-term observations and not done under controlled and reproducible conditions. In addition, 313 

the direct comparison is hampered by the fact that the quantifications and screenings are 314 

performed at different times and emissions likely vary over time. Nevertheless, when visiting a 315 

lot of sites, the effects of these factors are expected to average out and we use the overall 316 

correlation for a statistical analysis. The obtained correlation based on 85 matching pairs has a 317 

slope of 0.0196 kg h-1 / ppm and a correlation coefficient of R2 = 0.53.  318 

The slope determined from the correlation can be used to roughly estimate (on a statistical 319 

basis, not on an individual site basis) emission rates and a probability distribution for an 320 

additional set of 883 oil wells from the screening dataset. When we treat this distribution with 321 

our statistical estimator approach, we obtain mean and width of the distribution of as μ = -1.81 322 

and σ = 1.5. We then use this distribution to attain information about the non-detects (Table S4) 323 

for each method (MBA, OTM-33a, GPM, TDM). Defining DL as the lowest emission rate measured 324 

for each method and knowing the estimated μ and σ parameters of the distribution through a z-325 

score1, a percentage of corresponding non-detects was determined for each method by 326 

calculating the fraction of values less than that DL. Note that this does not mean that the used 327 

methods (MBA, OTM-33a, GPM, TDM) cannot quantify emissions below defined detection limit, 328 

only that they generally did not measure emissions below that threshold during the ROMEO 329 

campaign.  330 

The investigated basin can also be divided into two regions, i.e., east and west (Fig. 1, main 331 

text) and the approach can be performed for the quantifications in both parts individually. Thus, 332 

Table S4 gives an overview of parameters together with non-detects for each method (MBA, 333 

OTM33a, GPM, TDM) for two different regions (E, W). 334 

 
1  𝑧 − 𝑠𝑐𝑜𝑟𝑒 =

log(𝑥𝑚𝑖𝑛)−𝜇

𝜎
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 335 

Table S4. Overview of parameters for each method (MBA, OTM33a, GPM, TDM) for two different regions, 336 

east (E) and west (W).  337 

* 𝜇 and 𝜎 calculated using the statistical estimator 338 
** no non-detects were added due to very low quantified emissions 339 

DL - detection limit, S0 - number of measurements equal or below DL, Sr - number of measurements above 340 

DL 341 

 342 

S7. Alternative up-scaling approaches 343 

Using the alternative approach presented in S6 to determine the non-detects for each method 344 

per region, we were able to upscale our emissions to (a) regional and (b) basin-scale. Upscaling 345 

is based on the density of normal mixture1, using the existing function rnormMix from the R 346 

package ‘EnvStats’. The 95 % CI was determined using the R package ‘boot’ for a non-parametric 347 

bootstrap method (Canty and Ripley, 2021). The main differences between this approach and the 348 

statistical estimator method are following:  349 

(i) each measurement method dataset (OTM-33A, GPM, TDM, MBA) is split into two 350 

regions (east/west), 351 

(ii) the corresponding percentages of non-detects were added to each measurement 352 

method dataset (OTM-33A, GPM, TDM, MBA) according to the lowest regional 353 

measured value (Table S5). 354 

 355 

The results of the regional analysis and selected groups of methods are presented in Table S5 356 

and Fig. S1. Both regions have similar width of the distribution (Fig. S1), and relatively large 95 % 357 

CI due to the small sample size and large variability of the CH4 emission factor. Nevertheless, we 358 

derive comparable estimates in both regions, with a difference of ~ 9 % between the central 359 

estimates of 9.9 kg h-1 site-1 and 9.1 kg h-1 site-1. When all quantifications from the eastern and 360 

western region are combined, we get a central estimate of CH4 emission level equal to 9.9 kgh-1 361 

(7.2 - 14, 95 % CI). 362 

Table S5. Overview of emission factors for the eastern and western part of the basin. Approach 363 

referred to as A4. 364 

 
1 𝑔(𝑥, 𝜇1,𝜎1, 𝜇2,𝜎2) = (1 − 𝑝)𝑓(𝑥, 𝜇1,𝜎1) + 𝑝𝑓(𝑥, 𝜇2,𝜎2);  

 𝜇 − 𝑚𝑒𝑎𝑛; 𝜎 − 𝑠𝑑; 𝑝 − 𝑚𝑖𝑥𝑖𝑛𝑔 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟 [0.5]                                                                                

Method Region 
Nr. 

Sites 
Min = DL  
[kg h-1] 

Max  
[kg h-1] 

S0  
[%] 

Sr   
[nr.] 

Total 
[nr.] 

µ Σ 

OTM-33A E 15 0.40 7.7 30 [70 %] 13 43 -2.06* 2.42* 

GPM E 63 6x10-4 39 x [-]** 63 63 -0.21 2.57 

TDM E 19 12x10-4 27 x [-]** 19 19 -0.13 2.40 

MBA E 14 0.20 6.5 16 [55 %] 13 29 -1.74* 2.13* 

OTM-33A W 39 0.11 73 24 [39 %] 38 62 -1.05* 2.54* 

GPM W 7 0.03 46 1 [12 %] 6 7 -0.31* 2.84* 

TDM W 8 65x10-4 1.5 x [-]** 8 8 -1.47 2.00 

MBA W 17 0.11 18 10 [38 %] 16 26 -1.19* 2.43* 
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 365 

 366 
 367 

Figure S1. Fitted pdfs for the eastern (a) and western part of the basin (b). The dark blue dashed line 368 

presents the total distribution as a mixture of all four quantification methods (MBA, OTM, GPM, TDM) in 369 

the eastern and western part, respectively.  370 

 371 

Table S6 and Fig. S2 show the results of another alternative statistical approach, where the 372 

quantifications are evaluated for the individual methods. The subset of sites evaluated with the 373 

GPM method leads to the highest EFs, and the sites evaluated with the MBA to the lowest EFs. 374 

The overall basin-wide evaluation of the total set of quantifications again returns an emission 375 

factor close to the reference approach, 9.6 kg h-1 site-1. 376 

Table S6. Summary of the total CH4 basin emission factors upscaled from the four different measurement 377 

methods (OTM-33A, GPM, TDM, MBA). Approach referred to as A3. 378 

 379 

Method µ σ EF [kg h-1 site-1] 95 % CI   

OTM-33A -1.51 2.54 5.6  4.0–7.8 

GPM -0.23 2.71 31  22–46 

TDM -0.78 2.31 6.5 4.9–8.8 

Method Region µ σ EF [kg h-1 site-1] 95 % CI   

MBA + OTM-33A E -1.87 2.28 2.1 1.6–2.3 

GPM + TDM E -0.14 2.49 19 14–27 

TOTAL E E -0.96 2.55 9.9 7.2–14 

MBA + OTM-33A W -1.09 2.49 7.5 5.5–10  

GPM + TDM W -0.87 2.53 10 7.0–15  

TOTAL W W -0.94 2.51 9.1 6.6–13 

      

TOTAL 
Whole 
basin 

-0.93 2.54 9.9 7.2–14 



12 
 

MBA -1.43 2.31 3.4 2.6–4.6 

TOTAL -0.96 2.54 9.6  7.0–14 

 380 
 381 

Figure S2. Fitted pdfs derived from the alternative upscaling approaches: per region (left) and 382 

measurement method (right). The dark blue dashed line shows the total basin distribution.  383 

Finally, we add a separate mode of zero emitters also for these alternative statistical 384 

approaches. This means that instead of adding non-detects to the evaluation with the statistical 385 

estimator, we treat the fraction of sites with emission rates BDL as sites that do not emit any CH4. 386 

This is again performed for the entire population of quantifications, for the different regions and 387 

the different methods. Results are shown in Table S7 and S8 and Fig. S3.   388 

Table S7. Overview of the total CH4 basin emission factors per region (east, west) upscaled using the zero-389 

mode approach, referred to as A6. 390 

Region µ σ EF [kg h-1 site-1] 95 % CI   

East -0.14 1.92 7.3  5.9–9.0 

West -3×10-4 1.97 7.0  5.7–8.7 

TOTAL -0.09 1.95 7.3  5.9–9.1 

 391 

Table S8. Summary of the total CH4 basin emission factors per method upscaled using the zero-mode 392 

approach, referred to as A5. 393 

Method µ σ EF [kg h-1 site-1] 95 % CI   

OTM-33A 0.65 1.14 3.7  2.4–5.8 

GPM -0.15 2.56 22  8.8–64 

TDM -0.52 2.38 9.8 2.6–46 

MBA 0.21 1.22 2.6 1.6–4.3 

TOTAL 0.09 1.98 7.8 6.2–10 

 394 
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   395 
 396 

Figure S3. Fitted pdfs derived from the zero-mode upscaling method: per region (left) and measurement 397 

method (right). The dark blue dashed line shows the total basin distribution as mixture.  398 

The final additional estimate of the total CH4 basin EFs is calculated using the reference 399 

statistical approach but with a higher fraction of non-detects. This modification of our reference 400 

approach uses the original fraction of non-detects discussed in section S5 without assuming a 401 

separate mode of zero emitters. Table S9 summarizes the key parameters and derived EFs and 402 

Fig. S4 shows the pdfs generated from this modification of the statistical estimator.  403 

Table S9. Summary of parameters from the statistical estimator using a higher fraction of non-detects 404 

compared to the reference scenario. Approach referred to as A2. 405 

Method 
DL 

[kg h–1] 
Sr 

So [% of non-
detects] 

µ σ 
EF 

[kg h–1 site–1] 
95 % CI 

OTM-33A 0.11 53 29 [35 %] -0.85 2.38 7.3 2.2−30 

GPM 0.11 57 31 [35 %] -1.00 2.70 14 3.4−74 

TDM 0.07 21 8 [27 %] -0.97 2.46 7.9 1.2−85 

MBA 0.11 31 17 [35 %] -1.07 2.17 3.7 1.0−17 

TOTAL - - - -0.98 2.49 8.3 3.8−19 
DL is the detection limit of each measurement method, Sr is the number of measurements above the 406 

detection limit, So is the number of measurements at or below the detection limit (included as censored 407 

data), EF is the emission factor estimated as EF =  𝑒𝜇+
1

2
𝜎2

 ,TOTAL presents the results of the statistical 408 

estimator considering all four measurement methods. 409 
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 410 

Figure S4. Fitted pdfs of the statistical estimator for each measurement method using a higher fraction 411 

of non-detects compared to the reference scenario. 412 

Table S10 and Fig. S5 provide an overview of the different statistical upscaling approaches that 413 

have been performed to evaluate the ROMEO oil well measurements. All estimates agree within 414 

the 95 % confidence intervals. Even the lower ends of all individual approaches for oil wells in the 415 

Southern part of Romania from one operator only (still the biggest operator) lead to estimates 416 

of the annual emission rate that are larger than the emissions reported by Romania to the 417 

UNFCCC for all emissions from oil and gas production, see main text.  418 

Table S10. Different upscaling approaches used to determine the total CH4 basin emission factors for the 419 

ROMEO study. 420 

aOverall EFs calculated using the statistical estimator, see S4 421 
bOverall EFs calculated by statistically combining the EFs from four methods, see S7 422 
cOverall EFs calculated by statistically combining the EFs from two regions, see S7 423 

 424 

Approach Description EF [kg h-1 site-1] 95 % CI   

A1 (Ref)a Reference scenario  5.4 3.6–8.4  

A2a Higher # of non-detects 8.3 3.8–19 

A3b Per method & different # non detects  9.6 7.0–14 

A4c Per region & different # non-detects 9.9 7.2–14 

A2b Per method & no non-detects 7.8 6.2–10 

A6c Per region & no non-detects 7.3 5.9–9.1 
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 425 
Figure S5. Overview of the CH4 emission factor calculated from the ROMEO quantifications using the 426 

different statistical approaches described above. The error bars represent the 95 % CI of estimated 427 

emission factors. The numerical values are reported in Table S9. The approaches differ mainly in the 428 

fraction of sites BDL added to the evaluation and the DL of each method. Approaches A5 and A6 do not 429 

include any non-detects, but a separate mode of non-emitters. 430 

S8. Sensitivity analysis of the statistical estimator 431 

The results of the statistical estimator depend strongly on two parameters, the detection limit 432 

of the measurement method and the number of sites below this detection limit, i.e., the non-433 

detects. We tested the sensitivity of the lognormal fits by running the statistical estimator for 434 

three different values for both the detection limit and the fraction of non-detects. We use the 435 

subset of oil wells from the OTM-33A method for the sensitivity analysis. Table S11 provides the 436 

summary of the parameters and Fig. S6 presents the fitted pdfs derived from the statistical 437 

estimator. By decreasing the value of the detection limit or by increasing the fraction of non-438 

detects, the estimated EFs increase, due to the widening of the distribution towards the lower 439 

end. This behaviour is more prominent and results in very large EF estimates when the detection 440 

limit is very low. The choice of the detection limit does not affect the high end of the distribution 441 

substantially, and the choice of the percentage of non-detects has an even smaller impact. These 442 

findings underscore the sensitivity of the statistical estimator to the low end of the distribution 443 

and highlight the need for thorough investigation when choosing the values of these two 444 

parameters. 445 

Table S11. Summary of parameters from the statistical estimator calculated using different values for the 446 

detection limit and for the fraction of non-detects. 447 

Parameter DL [kg h–1]  Sr So [%] µ σ 
EF [kg h–1 

site-1] 
95 % CI 
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Detection limit 

0.036 54 29 [35%] -1.39 3.06 27.2 4.4 – 235 

0.11 53 29 [35%] -0.85 2.38 7.3 2.2 – 30 

0.2 52 28 [35%] -0.52 2.01 4.5 1.8 – 13 

% of non-detects 

0.11 53 18 [25%] -0.31 2.03 5.7 2.3 – 16 

0.11 53 29 [35%] -0.85 2.38 7.3 2.2 – 30 

0.11 53 43 [45%] -1.47 2.73 9.7 2.1 – 57 

DL is the detection limit of each measurement method, Sr is the number of measurements above the DL, So 448 

is the number of measurements at or below the DL (included as censored data), EF is the emission factor 449 

estimated as EF =  𝑒𝜇+
1

2
𝜎2

  450 

 451 

Figure S6. Probability density functions derived from the statistical estimator calculated using different 452 

values for the detection limit (top) and number of non-detects (bottom). 453 
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S9. Histograms and fitted pdfs under the statistical estimator for each 454 

measurement method used 455 

 456 
Figure S7. Histograms and fitted pdfs under the statistical estimator for each measurement method used 457 

for the reference scenario. Vertical lines indicate the detection limit of each method. Values below these 458 

detection limits are the censored data chosen randomly between 0 kg h-1 and each method’s detection 459 

limit and added to the lower end of the distributions to include the non-detects as described in sections 460 

S4 and S5.  461 

 462 

S10. Semi-quantitative evaluation of screening data  463 

A simplified Gaussian plume algorithm was applied to the screening data from all vehicles to 464 

locate the sources and determine normalized CH4 enhancements. When a CH4 enhancement was 465 

detected, the algorithm looked for registered O&G production sites within a radius of 100 m from 466 

the maximum CH4 mole fraction observed and assigned the emission to this particular site. 467 

Gaussian peaks were fitted to the observed data and scaled to 1 m width by conserving the shape 468 

of the Gaussian function. This was done because sites were screened from a variety of distances 469 

and the maximum signal is not representative for the actual emissions. Scaling the peaks to a 470 

common width, which effectively means common distance if the meteorological conditions are 471 

similar, allowed to compare normalized CH4 enhancements of all plumes. Histograms of the 472 

normalized CH4 enhancements from each vehicle performing the screenings and the combination 473 

of their datasets are shown in Fig. S8. 474 
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 475 

Figure S8. Frequency distribution of normalized CH4 enhancements for oil wells from a) different 476 

screening vehicles, b) the combination of datasets from the five screenings vehicles. The black dashed 477 

vertical line in the lower graph indicates the detection limit of 2.2 ppm used for the OTM-33A dataset. 478 

 479 

Table S12 shows the number of successfully normalized CH4 enhancements from the 480 

screening, and parameters μ and σ derived from the statistical estimator using the normalized 481 

CH4 enhancements from each vehicle performing the screenings and the combination of their 482 

datasets. When we fit the screening datasets to lognormal distributions, the estimated values 483 

for the width of the distributions, σ, range between 1.8 and 2.3 in logarithmic scale, with a total 484 

value of 2.0. Here, we assume that the emissions distribution for the screenings is complete, 485 

i.e., we do not add measurements below the detection limit. For the quantifications using the 486 

Reference scenario and including a small fraction of 9-12 % of non-detects to the distributions, 487 

the values for the parameter σ range between 1.5 and 2.0, with a total value of 1.8. We find that 488 

the estimates for the width of the distributions converge with the quantifications showing 489 

slightly narrower distributions compared to the screenings. However, we note that the 490 

estimated parameters under the statistical estimator may not accurately characterize the 491 

screening distributions since not all screening datasets passed the statistical tests for 492 

lognormality (see S3). Another reason for this small discrepancy could be the effect of the 493 

fraction of non-detects to the width of the distribution. As discussed in Section S8, the width of 494 

the lognormal fit depends on the choice of the fraction of non-detects and the detection limit. 495 

 496 

Table S12. Overview of the number of normalized CH4 enhancements, and parameters μ and σ derived 497 

from the statistical estimator using the normalized CH4 enhancements per vehicle used for the 498 

screenings. 499 
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Vehiclea 
# of Normalized 

CH4 Enhancements 
µ σ 

1 181 2.0 1.8 

2 26 2.3 1.9 

3 177 2.1 2.3 

4 169 1.9 1.8 

5 119 1.4 2.2 

Total 672 1.9 2.0 
aScreenings were performed using five different cars and 500 

results were separated into five different datasets. 501 

 502 

 503 

S11. Component scale measurements 504 

Optical Gas Imaging (OGI, (Lyman et al., 2019)) was used to locate CH4 sources on the 505 

component scale. After the detection and location of leaks with OGI, CH4 emissions from 506 

accessible leaks were measured with a Hi-Flow Sampler (HFS, (Bacharach, 2015)). The HFS is a 507 

portable, battery-operated instrument used to determine the rate of gas leakage from individual 508 

components in the O&G infrastructure. The component is enclosed in a bag and the gas emitted 509 

from the component as well as a certain amount of surrounding air is pumped at high flow rate 510 

to a CH4 analyzer. The gas leak rate of the component can then be calculated using the flow rate 511 

of the sampling stream and the gas mole fraction within that stream. 512 

 A total of 231 individual leaks were identified with the OGI camera. Because of limited site 513 

access, the emission rates of only 62 leaking components were measured using the HFS method. 514 

The majority of those, namely 33 leaks, were from two screened gas compressor stations with 515 

high number of emission points (see main text) and their emission rates ranged between 0.02 kg 516 

h–1 to 1.6 kg h–1 per leak. From oil wells, we could only measure leak rates from 14 components 517 

using the HFS method, yielding emission rate estimates between 0.1 and 6.5 kg h–1 per leak. We 518 

note that a site can have several leaking components, which may not all be quantified, resulting 519 

in an underestimate of site-level emissions when only the quantified components are considered. 520 

 521 

Tab. x. Overview of the sites screened with infrared camera. 522 

Site Description 
# of 

emitting 
sites 

# of 
emitting 

sites 

# of 
identified 

leaks 

# of 
quantified 

leaks 

Range of CH4 

emission rates 
[kg h-1 leak-1] 

Oil wells 155 74 86 14 0.09 - 6.5 

Gas wells 6 3 3 3 0.07 - 0.2 

Oil parks 5 5 28 7 0.21 - 6.5 

Gas compressor 
stations 

2 2 85 33 0.02 - 1.6 

Other Facilitiesa 13 6 30 5 0.14 - 0.6 

Total 181 89 231 62 0.07 - 6.5 
a"Other facilities" include oil production batteries, disposal injection wells, oil deposits, random 523 
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locations and sites mentioned as "other facilities" in the data provided by the O&G production 524 

operators. 525 

 526 

S12. Comparison with CH4 emissions reported from other studies 527 

Table S13. Summary of estimated parameters derived from the statistical estimator for each 528 

of the production regions used in our comparison. 529 

Dataset µ σ 
EF [kg h-1 

site-1] 
Gini 

coefficienta Reference 

Denver - Julesburg 
(Colorado, US) 

-0.62 1.3 1.2 0.63 
Robertson et 

al. (2017) 

Barnett Shale (Texas, 
US) 

-1.8 2.2 1.8 0.88 
Zavala-Araiza 

et al. (2015) 

Red Deer (Alberta, 
Canada) 

-0.31 1.5 2.2 0.70 
Zavala-Araiza 

et al. (2018) 

Upper Green River (US) 0.32 1.0 2.4 0.53 
Robertson et 

al. (2017) 

Fayetteville (Arkansas, 
US) 

-2.1 2.5 2.5 0.92 
Robertson et 

al. (2017) 

Uintah (Wyoming, US) 0.17 1.3 2.7 0.63 
Robertson et 

al. (2017) 

Romania (Europe) 0.12 1.8 5.4 0.79 This study 

Marcellus (US) 0.39 1.8 7.3 0.79 
Omara et al. 

(2016) 

Permian (Texas, New 
Mexico, US) 

1.5 1.1 8.2 0.56 
Robertson et 

al. (2020) 

Compressor stations 
(national, US) 

3.1 1.5 64 0.71 
Zavala-Araiza 

et al. (2015) 

Processing plants 
(national US) 

4.4 1.3 190 0.64 
Zavala-Araiza 

et al. (2015) 
aThe Gini coefficient is a measure of statistical dispersion used to estimate the inequality among values of 530 

a frequency distribution. A Gini coefficient of 0 represents complete equality, whereas a Gini coefficient 531 

close to one expresses the maximum inequality among values where a few sites have a highly 532 

disproportionate contribution to total emissions. 533 

 534 

S13. Production and age characteristics of surveyed oil wells 535 

To assess how representative the measured sites were in comparison to the characteristics of 536 

the total population of sites in Romania and to determine possible differences between the 537 

characteristics of sites measured with different quantification methods, we investigated the 538 

relation of emission rate with age, oil and gas production provided by the operator. For the 539 

majority of oil wells visited, the operator reported zero gas production or no gas production in 540 

2019. For the oil wells which report a non-zero value for gas production, we calculate the average 541 

gas production per site. We use the reported spud dates from the operators to determine the 542 

number of years that a particular equipment has been in operation. This analysis was performed 543 

for both the component and the facility scale measurements. 544 
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A summary of the characteristics for the measured oil wells and for the total population of oil 545 

wells in Romania is shown in Table S14. The distribution for average site age shows little 546 

variability across the different methods, between 28 years for the sites quantified with OTM-33A 547 

and 34 years for TDM. The average age of the complete population is 37 years, so the sites 548 

targeted during ROMEO were slightly younger than the average age of the total population.  549 

The diversity of the sampled oil wells is more prominent in terms of production characteristics, 550 

and higher than the total population average of 32 tons. Among all measurement methods, TDM 551 

sites had the lowest average oil production of 43 tons per year, followed closely by MBA with 47 552 

tons per year. GPM had the highest production of 77 tons of oil per year, more than double the 553 

country average value. For the gas production, around 50 % of the sampled oil wells with OTM-554 

33A, GPM and MBA report zero gas production or had no gas production in 2019, for the TDM 555 

this value is 60 %. These percentages are comparable to the 52 % of the total population of oil 556 

wells in Romania. For the sites which report a non-zero value for gas production, TDM was 557 

deployed at sites with the highest average production of around 106,000 scm of natural gas per 558 

year, whereas for GPM it was 12,000 scm per year. The total population average is 27,400 scm. 559 

In summary, oil wells sampled during ROMEO have higher oil production than the total 560 

population. In terms of gas production, OTM-33A measurements were representative for the 561 

total population of oil wells. TDM and MBA leaned towards the high, whereas GPM towards the 562 

low end of the spectrum. 563 

Table S14. Summary of characteristics (average production and age) from sampled oil wells based on the 564 

measurement method used, and from the total population of oil wells in Romania. 565 

 566 

Similarly, a summary of the characteristics from the screened oil wells and from the total 567 

population of oil wells in Romania is shown in Table S15. No significant differences were found 568 

between emitting and non-emitting sites. For the gas production, approximately 70 % of emitting 569 

and 82 % of non-emitting oi wells visited report zero gas production or had no gas production in 570 

2019. These percentages are higher than the average percentage of the total population of oil 571 

wells in the country. Emitting oil wells had an average age of 36 years, average gas production of 572 

9,500 scm per year and average oil production of 48 tons per year. We found similar range of 573 

values for non-emitting oil wells. Overall, the sites visited were representative of the total 574 

population of sites in the country in terms of age, with a slight focus on newer sites. However, 575 

measurements leaned more towards the high oil, but very low gas producing end of the 576 

spectrum. 577 

Table S15. Summary of characteristics (average production and age) from screened oil wells and from the 578 

total population of oil wells in Romania. 579 

Characteristics Emitting oil wells Non-emitting oil wells 
Total 

population 

Characteristics OTM-33A GPM TDM MBA 
Total 

population 

Age [years] 28 29 34 30 37 

Gas production [103 scm per 
year] 

26 12 106 49 27 

Zero gas production [% of sites] 49 51 60 53 52 

Oil production [tons per year] 61 77 43 47 32 
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Age [years] 36 37 37 

Gas production [103 scm per year] 9.5 7.5 27 

Zero gas production [% of sites] 70 82 52 

Oil production [tons per year] 48 52 32 

 580 

 581 

S14. Complete quantified emissions dataset 582 

Table S16. Emission dataset used in this study 583 

N Method Site ID Region Site Description 
CH4 emissions 

[kg h-1] 

1 TDM 58 C7 Facility 106.767 
2 TDM 7 C8 Gas well 90.439 
3 TDM 1 C6 Gas well 66.806 
4 TDM 16 C6 Oil well 27.286 
5 TDM 45 C6 Facility 25.025 
6 TDM 67 C5A Facility 22.518 
7 TDM 59 C7 Oil well 20.071 
8 TDM 12 C7 Gas manifold 18.732 
9 TDM 48 C7 Oil park 13.030 

10 TDM 15 C6 Oil well 11.559 
11 TDM 47 C7 Facility 10.692 
12 TDM 54 C7 Facility 9.990 
13 TDM 18 C7 Oil well 9.537 
14 TDM 70 C5A Facility 8.345 
15 TDM 11 C8 Facility 8.313 
16 TDM 9 C8 Gas manifold 7.500 
17 TDM 13 C7 Oil park 7.118 
18 TDM 68 C5A Oil park 6.442 
19 TDM 17 C7 Oil well 6.440 
20 TDM 66 C6 Oil park 6.111 
21 TDM 74 C5A Facility 5.028 
22 TDM 5 C8 Gas manifold 4.431 
23 TDM 44 C6 Oil park 3.983 
24 TDM 51/52/53 C7 Oil well 8.275* 
25 TDM 2 C6 Oil well 2.580 
26 TDM 33 C5A Oil well 1.463 
27 TDM 10 C8 Gas well 1.322 
28 TDM 14 C7 Oil well 1.281 
29 TDM 69 C5A Facility 0.833 
30 TDM 32 C5A Oil well 0.816 
31 TDM 38 C5A Oil well 0.778 
32 TDM 6 C8 Gas well 0.616 
33 TDM 31 C5A Oil well 0.568 
34 TDM 36 C5A Oil well 0.542 
35 TDM 37 C5A Oil well 0.495 
36 TDM 65 C6 Oil well 0.488 
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37 TDM 42 C7 Oil well 0.443 
38 TDM 62 C7 Oil well 0.324 
39 TDM 43 C7 Oil well 0.289 
40 TDM 4 C8 Oil well 0.245 
41 TDM 46 C6 Oil park 0.192 
42 TDM 8 C8 Gas well 0.149 
43 TDM 60 C7 Facility 0.142 
44 TDM 3 C7 Oil well 0.134 
45 TDM 55 C7 Oil well 0.118 
46 TDM 41 C7 Gas well 0.075 
47 TDM 49 C7 Oil well 0.035 
48 TDM 40 C5A Oil well 0.009 
49 TDM 39 C5A Oil well 0.006 
50 TDM 75 C7 Oil well 0.001 
51 OTM-33A 258 4 Oil well 72.612 
52 OTM-33A 279 8 Oil park 33.660 
53 OTM-33A 226 4 Oil well 18.432 
54 OTM-33A 239 6 Gas well 15.408 
55 OTM-33A 263 6 Gas well 14.652 
56 OTM-33A 250 5A Oil facility 12.852 
57 OTM-33A 251 5A Oil park 12.708 
58 OTM-33A 274 5A Oil facility 11.376 
59 OTM-33A 286 6 Oil well 7.668 
60 OTM-33A 272 4 Oil well 6.984 
61 OTM-33A 224 5A Oil well 6.588 
62 OTM-33A 277 8 Unknown 6.444 
63 OTM-33A 234 7 Oil well 6.264 
64 OTM-33A 281 6 Oil well 6.084 
65 OTM-33A 235 2 Oil well 5.544 
66 OTM-33A 241 5A Oil well 5.256 
67 OTM-33A 222 2 Oil well 5.112 
68 OTM-33A 273 5A Oil facility 4.932 
69 OTM-33A 280 8 Unknown 4.788 
70 OTM-33A 232 5A Oil well 4.680 
71 OTM-33A 240 5A Oil well 4.608 
72 OTM-33A 285 6 Oil well 4.392 
73 OTM-33A 238 5A Oil well 4.140 
74 OTM-33A 227 4 Oil well 4.068 
75 OTM-33A 248 2 Oil well 3.564 
76 OTM-33A 295 6 Oil well 3.564 
77 OTM-33A 266 5A Oil well 3.168 
78 OTM-33A 249 5A Oil well 3.132 
79 OTM-33A 291 7 Oil well 3.024 
80 OTM-33A 231 4 Oil well 2.808 
81 OTM-33A 267 4 Oil well 2.736 
82 OTM-33A 289 6 Oil well 2.736 
83 OTM-33A 228 4 Oil well 2.664 
84 OTM-33A 265 5A Oil well 2.520 
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85 OTM-33A 229 5A Oil well 2.412 
86 OTM-33A 223 5A Oil well 1.980 
87 OTM-33A 247 5A Oil well 1.728 
88 OTM-33A 252 7 Gas well 1.728 
89 OTM-33A 293 6 Oil well 1.692 
90 OTM-33A 287 6 Oil well 1.512 
91 OTM-33A 288 6 Oil well 1.512 
92 OTM-33A 242 2 Oil well 1.476 
93 OTM-33A 225 4 Oil well 1.440 
94 OTM-33A 259 4 Oil well 1.368 
95 OTM-33A 256 4 Oil well 1.332 
96 OTM-33A 268 5A Oil well 1.260 
97 OTM-33A 233 5A Oil well 1.188 
98 OTM-33A 294 6 Oil well 1.188 
99 OTM-33A 255 5A Oil well 1.044 

100 OTM-33A 269 5A Oil well 1.044 
101 OTM-33A 284 7 Oil well 1.044 
102 OTM-33A 221 2 Gas well 1.008 
103 OTM-33A 253 5A Oil well 0.972 
104 OTM-33A 264 4 Oil well 0.972 
105 OTM-33A 296 6 Oil park 0.936 
106 OTM-33A 246 2 Oil well 0.828 
107 OTM-33A 290 6 Unknown 0.828 
108 OTM-33A 270 4 Oil well 0.792 
109 OTM-33A 236 6 Gas well 0.612 
110 OTM-33A 261 4 Oil well 0.540 
111 OTM-33A 244 2 Gas well 0.504 
112 OTM-33A 262 5A Oil well 0.504 
113 OTM-33A 276 8 Unknown 0.504 
114 OTM-33A 230 2 Gas well 0.432 
115 OTM-33A 260 5A Oil well 0.432 
116 OTM-33A 282 6 Oil well 0.432 
117 OTM-33A 297 6 Oil well 0.396 
118 OTM-33A 275 6 Oil well 0.360 
119 OTM-33A 245 2 Gas well 0.324 
120 OTM-33A 271 5A Oil well 0.324 
121 OTM-33A 283 7 Unknown 0.252 
122 OTM-33A 243 2 Gas well 0.180 
123 OTM-33A 254 5A Oil well 0.180 
124 OTM-33A 278 8 Gas well 0.180 
125 OTM-33A 292 7 Unknown 0.180 
126 OTM-33A 237 2 Gas well 0.108 
127 OTM-33A 257 4 Oil well 0.108 
128 GPM 50 C7 Oil park 138.513 
129 GPM 217 7 Oil deposit 93.060 
130 GPM 64 C6 Facility 63.771 
131 GPM 71 C5A Oil well 46.069 
132 GPM 24/25/26 C6 Oil well 118.079* 
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133 GPM 56 C7 Facility 36.660 
134 GPM 212 4 Other facility 31.176 
135 GPM 21 C7 Oil well 26.487 
136 GPM 201 4 Oil well 25.920 
137 GPM 23 C6 Oil well 22.722 
138 GPM 220 5A Unknown 14.904 
139 GPM 57 C7 Facility 14.655 
140 GPM 202 7 Oil well 14.220 
141 GPM 219 5A Gas compressor 12.996 
142 GPM 22 C6 Oil well 12.522 
143 GPM 211 5A Oil park 11.952 
144 GPM 20 C7 Oil well 10.233 
145 GPM 72 C5A Facility 9.175 
146 GPM 19 C7 Oil well 6.649 
147 GPM 205 7 Oil well 6.444 
148 GPM 61 C7 Facility 6.202 
149 GPM 73 C5A Facility 5.848 
150 GPM 213 5A Oil deposit 5.688 
151 GPM 28 C6 Oil well 4.970 
152 GPM 27 C6 Oil well 4.416 
153 GPM 63 0 Facility 3.812 
154 GPM 30 C6 Oil well 3.705 
155 GPM 214 5A Gas compressor 3.204 
156 GPM 216 7 Oil deposit 2.484 
157 GPM 203 4 Oil well 2.448 
158 GPM 215 6 Oil park 1.872 
159 GPM 218 7 Oil park 1.656 
160 GPM 206 6 Gas well 1.476 
161 GPM 29 C6 Oil well 0.956 
162 GPM 34 C5A Oil well 0.731 
163 GPM 209 7 Oil well 0.684 
164 GPM 210 7 Oil well 0.648 
165 GPM 208 7 Oil well 0.576 
166 GPM 204 4 Oil well 0.540 
167 GPM 207 4 Oil well 0.288 
168 GPM 35 C5A Oil well 0.034 
169 Estimate 97 C6 Gas well 61.228 
170 Estimate 81 C8 Gas well 33.910 
171 Estimate 98 C6 Gas well 31.889 
172 Estimate 86 C8 Oil well 22.946 
173 Estimate 91 C7 Oil well 19.967 
174 Estimate 89 C8 Gas well 15.297 
175 Estimate 140 C7 Oil well 7.957 
176 Estimate 136 C7 Oil well 6.879 
177 Estimate 159 C6 Facility 5.348 
178 Estimate 173 C6 Oil well 5.159 
179 Estimate 78 C7 Oil well 4.761 
180 Estimate 137 C7 Facility 4.332 
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181 Estimate 155 C6 Oil well 4.100 
182 Estimate 149 C6 Oil well 4.041 
183 Estimate 93 C7 Oil well 3.696 
184 Estimate 95 C7 Oil well 3.432 
185 Estimate 152 C6 Oil well 2.944 
186 Estimate 94 C7 Oil well 2.904 
187 Estimate 96 C6 Gas well 2.551 
188 Estimate 90 C8 Oil well 2.550 
189 Estimate 88 C8 Facility 2.241 
190 Estimate 181 C6 Facility 2.186 
191 Estimate 156 C6 Facility 2.165 
192 Estimate 82 C8 Gas well 2.118 
193 Estimate 138 C7 Oil well 2.087 
194 Estimate 84 C8 Gas well 1.540 
195 Estimate 158 C6 Oil well 1.425 
196 Estimate 180 C6 Oil well 1.343 
197 Estimate 79 C6 Oil well 1.199 
198 Estimate 143 C7 Oil well 1.196 
199 Estimate 170 C6 Oil well 1.172 
200 Estimate 141 C7 Oil well 1.120 
201 Estimate 162 C6 Gas well 0.862 
202 Estimate 147 C7 Oil well 0.849 
203 Estimate 176 C6 Facility 0.777 
204 Estimate 146 C7 Oil well 0.693 
205 Estimate 165 C6 Facility 0.683 
206 Estimate 77 C7 Facility 0.538 
207 Estimate 153 C6 Oil well 0.536 
208 Estimate 83 C8 Gas well 0.458 
209 Estimate 76 C6 Facility 0.446 
210 Estimate 92 C7 Oil well 0.440 
211 Estimate 160 C6 Oil well 0.413 
212 Estimate 166 C6 Oil well 0.366 
213 Estimate 151 C6 Oil well 0.322 
214 Estimate 161 C6 Oil well 0.257 
215 Estimate 175 C6 Facility 0.247 
216 Estimate 144 C7 Oil well 0.246 
217 Estimate 154 C6 Oil well 0.232 
218 Estimate 157 C6 Oil well 0.220 
219 Estimate 87 C8 Facility 0.215 
220 Estimate 135 C7 Oil well 0.210 
221 Estimate 171 C6 Oil well 0.175 
222 Estimate 179 C6 Oil well 0.167 
223 Estimate 139 C7 Oil well 0.165 
224 Estimate 148 C6 Facility 0.160 
225 Estimate 145 C7 Oil well 0.112 
226 Estimate 80 C8 Gas well 0.094 
227 Estimate 85 C8 Gas well 0.045 
228 Estimate 142 C7 Oil well 0.045 
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229 Estimate 167 C6 Oil well 0.032 
230 Estimate 178 C6 Oil well 0.029 
231 Estimate 177 C6 Facility 0.015 
232 Estimate 168 C6 Oil well 0.014 
233 Estimate 164 C6 Oil well 0.006 
234 Estimate 163 C6 Oil well 0.006 
235 Estimate 150 C6 Oil well 0.005 
236 Estimate 169 C6 Oil well 0.004 
237 Estimate 174 C6 Oil well 0.003 
238 Estimate 172 C6 Oil well 0.001 
239 MBA 318 C8 Oil park 50.640 
240 MBA 326 C5A Oil well 17.593 
241 MBA 317 6 Gas facility 9.378 
242 MBA 316 7 Oil deposit 7.848 
243 MBA 336 C5A Oil facility 7.526 
244 MBA 315 6 Oil well 6.480 
245 MBA 339 C5A Oil well 5.575 
246 MBA 314 6 Oil park 5.328 
247 MBA 331 C4 Oil well 4.822 
248 MBA 330 C5A Oil well 4.757 
249 MBA 313 6 Oil well 4.080 
250 MBA 312 6 Oil well 3.618 
251 MBA 340 C5A Oil well 3.331 
252 MBA 325 C5A Oil well 2.943 
253 MBA 324 C5A Oil well 2.630 
254 MBA 338 C4 Oil well 2.280 
255 MBA 311 6 Oil well 2.148 
256 MBA 335 C5A Oil facility 2.033 
257 MBA 337 C4 Unknown 2.032 
258 MBA 319 C2 Oil well 1.927 
259 MBA 320 C2 Oil well 1.796 
260 MBA 310 6 Oil park 1.716 
261 MBA 309 8 Oil well 1.710 
262 MBA 308 6 Oil well 1.467 
263 MBA 307 6 Oil well 1.296 
264 MBA 306 8 Oil well 0.960 
265 MBA 305 6 Other facility 0.918 
266 MBA 304 6 Oil well 0.876 
267 MBA 303 6 Oil well 0.846 
268 MBA 321 C5A Oil well 0.831 
269 MBA 302 6 Oil well 0.720 
270 MBA 327 C5A Oil well 0.550 
271 MBA 301 6 Oil park 0.540 
272 MBA 322 C4 Oil well 0.406 
273 MBA 342 C5A Oil well 0.355 
274 MBA 300 7 Oil well 0.306 
275 MBA 299 6 Oil well 0.252 
276 MBA 333 C2 Gas well 0.243 
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277 MBA 323 C5A Oil well 0.229 
278 MBA 298 7 Oil well 0.198 
279 MBA 334 C5A Oil well 0.196 
280 MBA 341 C2 Unknown 0.176 
281 MBA 329 C5A Oil well 0.106 
282 MBA 332 C2 Gas well 0.042 
283 MBA 328 C5A Oil well 0.000 
284 BDL** 187 C7 Oil well 0.803 
285 BDL** 183 C7 Oil well 0.459 
286 BDL** 186 C7 Oil well 0.360 
287 BDL** 197 C6 Oil well 0.250 
288 BDL** 199 C6 Oil well 0.123 
289 BDL** 182 C7 Oil well 0.112 
290 BDL** 106 C7 Gas well 0.105 
291 BDL** 196 C6 Oil well 0.080 
292 BDL** 110 C8 Oil well 0.079 
293 BDL** 112 C8 Gas well 0.079 
294 BDL** 115 C8 Gas well 0.079 
295 BDL** 184 C7 Gas well 0.051 
296 BDL** 188 C7 Oil well 0.049 
297 BDL** 117 C8 Gas well 0.039 
298 BDL** 119 C8 Gas well 0.039 
299 BDL** 121 C8 Gas well 0.039 
300 BDL** 195 C6 Facility 0.033 
301 BDL** 189 C7 Oil well 0.033 
302 BDL** 131 C7 Oil well 0.030 
303 BDL** 133 C7 Oil well 0.030 
304 BDL** 134 C7 Oil well 0.030 
305 BDL** 200 C6 Oil well 0.013 
306 BDL** 103 C7 Oil well 0.012 
307 BDL** 102 C6 Oil well 0.010 
308 BDL** 185 C7 Oil well 0.009 
309 BDL** 194 C6 Oil well 0.008 
310 BDL** 108 C7 Oil well 0.007 
311 BDL** 109 C7 Oil well 0.007 
312 BDL** 113 C8 Gas well 0.006 
313 BDL** 114 C8 Gas well 0.006 
314 BDL** 104 C7 Oil well 0.006 
315 BDL** 105 C7 Oil well 0.006 
316 BDL** 107 C7 Oil well 0.006 
317 BDL** 111 C8 Gas well 0.006 
318 BDL** 192 C6 Oil well 0.004 
319 BDL** 124 C8 Gas well 0.003 
320 BDL** 125 C8 Gas well 0.003 
321 BDL** 190 C7 Oil well 0.003 
322 BDL** 127 C8 Gas well 0.003 
323 BDL** 128 C8 Gas well 0.003 
324 BDL** 129 C8 Gas well 0.003 
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325 BDL** 130 C7 Oil well 0.003 
326 BDL** 132 C7 Oil well 0.002 
327 BDL** 120 C8 Oil well 0.002 
328 BDL** 122 C8 Oil well 0.002 
329 BDL** 126 C8 Oil well 0.002 
330 BDL** 191 C7 Oil well 0.001 
331 BDL** 193 C6 Facility 0.001 
332 BDL** 198 C6 Oil well 0.001 
333 BDL** 123 C8 Facility 0.001 
334 BDL** 99 C7 Gas well 0.001 
335 BDL** 100 C5A Oil well 0.001 
336 BDL** 101 C5A Oil well 0.001 
337 BDL** 116 C8 Facility 0.000 
338 BDL** 118 C8 Facility 0.000 

*Emission rate for this site is the sum of quantified emissions from a group of three sites 584 

where their contribution to the measured emission plume could not be distinguished. 585 
**BDL values are only used for the derivation of the detection limit and the fraction of 586 

non-detects for the TDM dataset. They are not used for the emission quantification.   587 
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