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============================== 
Response to anonymous referee #1: 
CitaGon: hUps://doi.org/10.5194/egusphere-2023-2299-RC1 
 
Thank you very much for your kind review. We believe that your comments have greatly improved 
the clarity of our dra[. Regarding the last two scienGfic quesGons, we would like to remind you 
that this arGcle was submiUed to the manuscript type of “Development and technical papers” 
(hUps://www.geoscienGfic-model-development.net/about/manuscript_types. html). Hence, we 
focused on our new implementaGon, demonstraGng its successful development. We’d appreciate 
your understanding and support in le`ng us stay focused. Please find our point-by-point 
response to your valuable comments below. All our responses are marked in blue. 
  
This manuscript introduced the three-dimensional IAU implemented in the MPAS-JEDI 2.0.0. 
Previous studies have shown that IAU can effecGvely remedy the imbalance caused by 
intermiUent data assimilaGon. It is worthwhile to invesGgate the performances and potenGal 
issues of IAU for a global model with varying horizontal meshes, which would provide guidance 
for future seamless predicGons. The manuscript is pleasant to read. Please see my specific 
comments as below. 
 
l58-60, this sentence needs be clarified. What’s the difference between full fields and prognosGc 
variables? Are the prognosGc variables subsets of the full fields? If yes, why transform to the 
prognosGc variables imposes more imbalances than that to full fields? 

ð The reviewer seems to misinterpret the statement in L58-59 “The recent version of MPAS-
JEDI is updated to transform analysis increments to the increments of the model’s 
prognosGc variables instead of the full fields”. Here, we meant updaGng the increments 
(dv) rather than the full values (v) for each prognosGc variable, not differenGaGng full vs. 
prognosGc variables. 

ð But to improve the clarity, we’ve now updated the statement as “The recent version of 
MPAS- JEDI is updated to transform analysis increments to the increments of the model's 
prognosGc variables (instead of their full fields), as stated in GuerreUe et al. (2023b).”  

ð Also, in new L115-121, we added “As defined in Eq. (2), the MPAS model only predicts 2-
D $\Glde{\rho_d}$, $\theta_m$, $u_e$, $w$, and hydrometeors in mixing raGos. In other 
words, none of the analysis variables are prognosGc, meaning that once their increments 
($\delta v = v^a - v^b$, where $a$ and $b$ stand for the analysis and background for the 
variable $v$, respecGvely) are computed through minimizaGon, they should be 
transformed to the prognosGc variables for model integraGon. To reduce potenGal errors 
resulGng from approximaGons such as hydrostaGc balance and the equaGon of state, 
variable transformaGons are only applied to the increments ($\delta{v}$) rather than the 



full analysis fields ($v^a$), keeping prior states ($v^b$) as nonhydrostaGc forecasts from 
the previous cycle.” 
 

l62-64, it would be nice to add some references for the imbalances menGoned here. 
ð Please note that references were already made for IAU as a way to idenGfy and address 

imbalances in L29-32. Also, reference to Ha et al. (2017) was also made in L40-42 for 
imbalances with EnKF in MPAS-DART. To the best of our knowledge, this manuscript is 
the first of its kind to discuss such imbalances in the MPAS-JEDI system, using the 
incremental approach within a pure 3DEnVar algorithm. Therefore, we hope this study 
can serve as another reference for future studies on the imbalances associated with DA. 
No changes are made.  
 

l118, what is phi? 
ð Sorry for the confusion and thanks for catching this up! It is just representaGve of a model 

variable.  
ð The whole paragraph is now updated (in new L115-121) and uses $v$ to make it 

consistent with the expression in L117 (e.g., δv = va	− vb).  
 

l112-122, since the transformaGon from grid point to mesh grid is not linear, it is not equivalent 
to transform the increment or the analysis. For the MPAS-IAU, is the naGve increment or the 
analysis used as the input for MPAS simulaGons? 

ð It is unclear what the reviewer meant by the transformaGon from grid point to mesh grid, 
since there was no such a thing here. Presumably, there might be a misunderstanding 
regarding our variable transformaGons. The reviewer previously asked about L58-60, 
expressing similar confusion. It is noted that we are always working with the model’s 
naGve (e.g., unstructured) mesh and the variable transformaGons are unrelated with the 
mesh. Just to be clear, we are only converGng one variable to another located on the 
same mesh locaGon and variables are always treated in the naGve mesh. Since the mesh 
info for the variables is already described in L114-116, no more changes. 
 

l127-130, how much the error could be introduced by this hydrostaGc assumpGon? 
ð Errors would depend on various factors such as horizontal and verGcal mesh resoluGons 

and flow regimes in the simulaGon. ConvecGve storms, for instance, could be highly 
nonlinear and nonhydrostaGc, but the errors arising from variable transformaGons alone 
are not yet quanGfied. As MPAS-JEDI is being acGvely developed for convecGve-scale DA, 
the potenGal issue could be examined in future studies. No changes. 
    

l176, please spell 4DIAU out at the first Gme. 
ð Thank you. The statement is now updated as “Although a simple 3DIAU is currently 

implemented with constant forcing, it could be extended for a four-dimensional IAU 
(4DIAU) with varying weights over the IAU Gme window.” 
 

l173-177, it is interesGng to know the IAU terms for hydrometer variables. Are they the same as 
Eq. 12? 



ð As stated in L94-95, water vapor mixing raGo (q_v) is part of hydrometeors. The tendency 
expressed for q_v in Eq. (10) can be applied to any q_j. No changes. 
  

l195-210, if a restart file is used for cycling, how the analysis and analysis tendency are computed 
for mulGple Gme slices? 

ð The frequency of DA is unrelated to whether a restart mode is used because DA is 
performed only once at the analysis Gme, regardless of the restart mode. The difference 
between a restart and a cold start mode only lies in the treatment of tendencies within 
the model and does not affect the analysis process. While a cold start mode iniGalizes all 
the tendencies (as zeros) at the iniGal (or analysis) Gme, a restart mode carries them over 
from previous forecasts (e.g. nonzeros) for model integraGon. Also, as stated in L137-141, 
because all the prognosGc variables are handled in flux form inside the model, they should 
be recoupled a[er data assimilaGon, but the recoupling also occurs only once at the 
analysis Gme, regardless of the restart mode (and even with IAU). No changes. 
  

l229, what is YAML? 
ð As defined in https://yaml.org/, YAML is a human-friendly data serialization language for 

all programming languages, which is basically an ascii file with its own writing style. 
ð We’ve now added “(YAML is a human-readable data format; https://yaml.org, last access: 

27 Dec 2023)” in new L235. Thank you. 
 
l225-235, is UFO an independent module outside of minimizaGon or filtering? If so, how the bias 
correcGon (VarBC) is performed for radiance observaGons? How’s the inter-channel correlaGons 
handled by the UFO? 

ð These quesGons are irrelevant to our IAU work. For general informaGon on VarBC in UFO, 
please refer to hUps://jointcenterforsatellitedataassimilaGon-jedi-docs.readthedocs-
hosted.com/en/latest/inside/jedi-components/ufo/varbc.html. No changes. 
 

l241, it is interesGng to know whether the IAU funcGons well with inhomogeneous grids? 
ð As for the IAU benefits on a variable-resoluGon mesh, Ha et al. (2017) reported that 

forecast errors were significantly reduced over the tropics (with both resoluGon-
transiGon and high-resoluGon parts included). But it was not clear if the benefits were 
mainly Ged to the mesh configuraGon or more affected by model errors or simulated flow 
regimes dominant over the region. No changes. 
  

SecGon 4, it would be more convincing to have the staGsGcal significance of the error differences 
between CTRL and IAU. It would be nice to have the verificaGons of CTRL and IAU relaGve to 
ECMWF or NCEP analysis, especially for water vapor. 

ð Thank you for your suggesGon. As stated in the last paragraph of SecGons 1 and 4 
(especially L71-74: “As a technical paper, ~”), however, this study focuses on our new 
implementaGon as a technical development paper and does not discuss the 
comprehensive characterisGcs of the system. As such, the results are only presented as a 
proof of concept, demonstraGng the successful development. We leave a comprehensive 
analysis for future studies. 



 
l280-285, please give some explanaGons for the error differences between the CTRL and IAU. 
Why IAU helps over the tropics but not over the polar regions. Is it possible this is due to the 
moving systems over the tropics (Ge et al. 2023 JAMES)? 

ð Same as above. Fig. 7 is not meant for a thorough invesGgaGon or scienGfic discussions.  
Since the IAU has a Gme filtering feature (L35), it might have played a posiGve role in 
simulaGng low-frequency modes dominant over the tropics. But given that the GFS 
analysis (used for the verificaGon in Fig.7) also suffers from its own errors, we did not 
intend to discuss the errors per se. The figure was mainly shown to introduce post-
processing capabiliGes in the system (L290-298). No changes. 

 
 
============================== 
Response to anonymous referee #2: 
CitaGon: hUps://doi.org/10.5194/egusphere-2023-2299-RC2 
 
Thank you very much for your thorough review, which helped us improve the dra[ for clarity. In 
response to your comments, L20 and L177 are updated, and one paragraph is added in L222-224. 
Typos are corrected as well. Please find our point-by-point response (in blue) to your valuable 
comments below. 
 
This paper focuses on implementing Incremental Analysis Update (IAU) in MPAS-JEDI and 
evaluating its impact on model forecasts. IAU helps reduce initial imbalances in model forecasts 
caused by dynamical and physical balance issues during data assimilation, so model forecasts 
using IAU exhibit improved control over initial noise. 

It's recommended to specify the control variables used in data assimilation and how to transform 
them into analysis increments. 

ð The definition and the transformation of control variables are needed to avoid 
representing a static background error covariance (B) matrix explicitly. However, we used 
a pure ensemble-variational approach with no static error covariance, as already stated 
in L217-218. The static B is not even formulated in this draft since it was not available in 
MPAS-JEDI at the time of our IAU implementation. The introduction of control variables 
is important in the traditional variational approach, but it is not relevant to discuss them 
within the pure 3DEnVar context (with no static B). We decided not to include control 
variables here to stay focused on the IAU implementation, which only involves variable 
transformations between analysis and prognostic variables. It has nothing to do with the 
conversion from control to analysis variables, if any, which is done outside IAU. Thank you 
for your understanding. 

I believe that an ensemble size of 20 is not sufficient for global analysis, despite using an 
ensemble with 100% background error covariance. It would be good to mention localization and 
ensemble spread inflation methods. 



ð Thank you for your suggestion. Although this study is only meant to demonstrate the 
successful implementation of IAU, we agree with you that it would be good to mention 
the localization applied to the ensemble background error covariance. New lines are now 
added in 222-224 as “Due to the small ensemble size, we also apply the distance-based 
correlation function by Gaspari and Cohn (1999) using 1200 and 6 km as full-width radii 
for horizontal and vertical covariance localization, respectively.”  

ð However, the deterministic 3DEnVar updates a single analysis, for which we estimated 
the ensemble background error covariance based on ensemble forecasts from GEFS 
without ensemble inflation. As the inflation is not used, it is not mentioned here. 

Regarding the ensemble Kalman filter used for the initial conditions of the ensemble forecast in 
the 3DEnVar system, clarification on its specifics would be beneficial for a comprehensive 
understanding. 

ð This study did not employ ensemble Kalman filter, and ensemble forecasts were run from 
GEFS offline. As the 3DEnVar method used here only produces a single analysis (e.g., a 
single initial condition), this comment is not applicable to our study. But to emphasize the 
3DEnVar algorithm used in this study, we added a new paragraph “For the minimization 
process, we employ an incremental approach (e.g., minimizing the cost function for 
increments) (Courtier et al. (1994)). in new L219-220. 

In line 21 of the manuscript, there is an expression “It does not consider dynamical or physical 
balances across model grids or variables, nor does it account for the conservation of mass, 
momentum, or energy. Hence, the initial balance of the atmospheric flow can by disrupted by 
data assimilation when the initial state is replaced by the analysis state.” While acknowledging 
that analysis increments from data assimilation might not fully reflect the model's balance, it's 
important to note that data assimilation does account for dynamical or physical balances across 
model grids or variables using background error covariance. For instance, temperature 
observations impact surrounding grids, affecting wind and humidity variables. 

ð Thank you for your insight. You are correct that we can update unobserved states with 
observed variables in the DA procedure. But that can also be done through linear 
regressions, without imposing any dynamical or physical balance constraint, as often 
conducted in ensemble data assimilation. Here, we referred to the generic Kalman filter 
update, which is not specific to any particular DA algorithms or weather applications. You 
are also right in that the background error covariance is often estimated from sample 
forecasts (which employ governing equations for dynamics and physics), but that practice 
is primarily applied to variational approaches for atmospheric data assimilation. Please 
note that the particular way of estimating background error covariance is not required by 
the Kalman filter equation, or more generally, data assimilation. It is just one practical 
way of representing error statistics in numerical weather prediction models.  

ð But in line with your perspective, we’ve now updated the statement as “It is not required 
to account for dynamical or physical balances across model grids or variables, nor does it 
ensure the conservation of mass, momentum, or energy.”. 



The authors notes at line 177 “it is easily extended for 4DIAU with varying weights over the IAU 
time window”, However, transitioning from 3DIAU to 4DIAU may not be straightforward in the 
current version of MPAS-JEDI. Expanding to 4DIAU would necessitate multiple analysis 
increments over different times, requiring adjustments to the 4DEnVar and cycle suite. 

ð We agree with you that 4DIAU would require some modifications associated with 
4DEnVar and cycling scripts. In respect to your opinion, we’ve now changed “it is easily 
extended” to “it could be extended”.  

The following are minor correction requests. 

ð Thank you for finding all the typos! Everything has been corrected except for the last 
comment. L240 (which is new L245) remains unchanged since ‘cycling’ itself is not 
considered plural. 

L21: can by disrupted by data assimilation 

  -> can be disrupted by data assimilation 

L30: the incremental analysis update (IAU) method was introduced in Bloom et al. (1996) 

  -> the incremental analysis update (IAU) method was introduced by Bloom et al. (1996). 

L47: stability in the the fine mesh region. 

  -> stability in the fine mesh region. 

L74: Details of the implementation is described 

  -> Details of the implementation are described 

L110:  and the second term in the right-hand side 

  -> first and the second term on the right-hand side 

L195: while ensuring the model forecasts reproducible 

  -> while ensuring the model forecasts are reproducible 

    or while ensuring reproducibility the model forecasts are 

L240: global analysis and forecast cycling was conducted 

  -> global analysis and forecast cycling were conducted 


