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S1 GEOS-Chem simulations during ATom winter 2017 Atlantic Ocean transect  
 
Figure S1. GEOS-Chem-simulated C2H6 (ppb) Atlantic Ocean transect along pressure and latitude. 
Simulations were conducted for the ATom winter 2017 campaign time-period. A representative 
simulation transect was selected by slicing along a longitude of -30.0 degrees W and a single time 
point during the day shown in the column label. (We used the average longitude encountered along 
the Atlantic flight track. Latitude was not interpolated to exactly match the aircraft flight path in 
this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along latitude and pressure 
to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 3, column: 2, with the 
aircraft flight path represented by the grey line, the aircraft observations shown in triangle markers 
and potential temperature contours shown in the black lines. 
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Figure S2. GEOS-Chem-simulated C2H6 (ppb) Atlantic Ocean transect along potential temperature 
and latitude. Simulations were conducted for the ATom winter 2017 campaign time-period. A 
representative simulation transect was selected by slicing along a longitude of -30.0 degrees W and a 
single time point during the day shown in the column label. (We used the average longitude 
encountered along the Atlantic flight track. Latitude was not interpolated to exactly match the 
aircraft flight path in this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along 
latitude and pressure to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 
3, column: 2, with the aircraft flight path represented by the grey line and the aircraft observations 
shown in triangle markers.  
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Figure S3. C2H6 vs potential temperature. GEOS-Chem simulations were conducted for the 
ATom winter 2017 time-period and were interpolated along aircraft flight path latitude, 
longitude, time and potential temperature. Feb 15-19th is the observed aircraft flight path 
time, and the left and right plots show times not actually observed by the aircraft and instead 
are GEOS-Chem simulations sampled 5 days before/after the plane start time.  

 
     
 
 
 
 
 
 
 
 
S2 GEOS-Chem simulations during ATom summer 2016 Atlantic Ocean transect  
 
 
Elevated mole fractions of C3H8 and C2H6 in Figures S4 – S9 were not found to be a result of 
biomass burning using HCN and CO as tracers.   
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Figure S4. GEOS-Chem-simulated C3H8 (ppb) Atlantic Ocean transect along pressure and latitude. 
Simulations were conducted for the ATom summer 2016 campaign time-period. A representative 
simulation transect was selected by slicing along a longitude of -30.0 degrees W and a single time 
point during the day shown in the column label. (We used the average longitude encountered along 
the Atlantic flight track. Latitude was not interpolated to exactly match the aircraft flight path in 
this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along latitude and pressure 
to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 3, column: 2, with the 
aircraft flight path represented by the grey line, the aircraft observations shown in triangle markers 
and potential temperature contours shown in the black lines. 
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Figure S5. GEOS-Chem-simulated C2H6 (ppb) Atlantic Ocean transect along pressure and latitude. 
Simulations were conducted for the ATom summer 2016 campaign time-period. A representative 
simulation transect was selected by slicing along a longitude of -30.0 degrees W and a single time 
point during the day shown in the column label. (We used the average longitude encountered along 
the Atlantic flight track. Latitude was not interpolated to exactly match the aircraft flight path in 
this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along latitude and pressure 
to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 3, column: 2, with the 
aircraft flight path represented by the grey line, the aircraft observations shown in triangle markers 
and potential temperature contours shown in the black lines. 
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Figure S6. GEOS-Chem-simulated C3H8 (ppb) Atlantic Ocean transect along potential temperature 
and latitude. Simulations were conducted for the ATom summer 2016 campaign time-period. A 
representative simulation transect was selected by slicing along a longitude of -30.0 degrees W and a 
single time point during the day shown in the column label. (We used the average longitude 
encountered along the Atlantic flight track. Latitude was not interpolated to exactly match the 
aircraft flight path in this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along 
latitude and pressure to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 
3, column: 2, with the aircraft flight path represented by the grey line and the aircraft observations 
shown in triangle markers. 
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Figure S7. GEOS-Chem-simulated C2H6 (ppb) Atlantic Ocean transect along potential temperature 
and latitude. Simulations were conducted for the ATom summer 2016 campaign time-period. A 
representative simulation transect was selected by slicing along a longitude of -30.0 degrees W and a 
single time point during the day shown in the column label. (We used the average longitude 
encountered along the Atlantic flight track. Latitude was not interpolated to exactly match the 
aircraft flight path in this figure.) Horizontal resolutions of 4 x 5 and 2 x 2.5 were interpolated along 
latitude and pressure to 0.5 x 0.625 resolution. The bottom panel is a zoomed-in illustration of row: 
3, column: 2, with the aircraft flight path represented by the grey line and the aircraft observations 
shown in triangle markers. 
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Figure S8. C3H8 vs potential temperature. GEOS-Chem simulations were conducted for the ATom 
summer 2016 campaign time-period and were interpolated along aircraft flight path latitude, 
longitude, time and potential temperature. Aug. 17-20th is the observed aircraft flight time, and the 
left and right plots show times not actually observed by the aircraft and instead are GEOS-Chem 
simulations sampled 5 days before/after the plane start time.  
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Figure S9. C2H6 vs potential temperature. GEOS-Chem simulations were conducted for the ATom 
summer 2016 campaign time-period and were interpolated along aircraft flight path latitude, 
longitude, time and potential temperature. Aug. 17-20th is the observed aircraft flight time, and the 
left and right plots show times not actually observed by the aircraft and instead are GEOS-Chem 
simulations sampled 5 days before/after the plane start time.  

 
 
 
 

 
 
 
 
S3 Bayesian inference using simulations conducted for ATom winter 2017 Atlantic 
Ocean transect  
 

We run our statistical model using Stan software version 2.26, (2021b) with CmdStanPy Python 
interface version 0.9.67, (2021a). We parse Markov chain sampling using ArviZ version 0.11.1, 
(Kumar et al., 2019). We validate our hierarchical model using simulation-based calibration, 
(Talts et al., 2020) and posterior predictive checks (described more below). We use bebi103 
package version 0.1.0 (Bois, 2020a) to execute simulation-based calibration, prepare data for 
Stan sampling, parse MCMC samples, plot posteriors and plot posterior predictive checks. We 
also use iqplot version 0.1.6 (Bois, 2020b) to visualize empirical cumulative distribution 
functions of our priors. Finally, other software we use in our analysis includes Holoviews version 
1.14.5 (Rudiger et al., 2021), Bokeh version 2.3.3(Brendan Collins, 2020), Pandas version 
1.3.1(Reback et al., 2021), SciPy version 1.6.2 (Virtanen et al., 2021), and NumPy version 1.20.3 
(Harris et al., 2020).  
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Figure S10. C3H8 posterior samples for the conditional parameter and the hyperparameter 
during ATom 2 winter 2017. Top: 4x5. Middle: 2x2.5. Bottom: 0.5x0.625.  
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Figure S11. C2H6 posterior samples for the conditional parameter and the hyperparameter 
during ATom 2 winter 2017. Top: 4x5. Middle: 2x2.5. Bottom: 0.5x0.625.  
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As in Tribby et al., (2022), we conduct posterior predictive checks, which involve drawing 
parameter values out of the posterior, using those parameters in the likelihood to generate a 
pseudo dataset, and continue repeating. This allows us to see whether the Bayesian model 
reproduces the observed data. Below, we show all posterior predictive checks for ATom2 
Atlantic aircraft campaign. The majority of the measured data fell into the 30th and 50th 
percentile of the simulated Bayesian model data.  

 

Figure S12. Posterior predictive check of C3H8 using ATom data. Left: 4x5. Middle: 2x2.5. 
Right: 0.5x0.625. Samples are during ATom 2 winter 2017. GCS represents GEOS-Chem 
simulations, interpolated to aircraft latitude, longitude, time, and potential temperature. 
Pseudo data are shown in blue with 30, 50, 70, 99th percentiles. Please see Table 1 in main 
text for value used to scale GCS data, determined via Bayesian inference.  
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Figure S13. Posterior predictive check of C2H6 using ATom data. Left: 4x5. Middle: 2x2.5. 
Right: 0.5x0.625. Samples are during ATom 2 winter 2017. GCS represents GEOS-Chem 
simulations, interpolated to aircraft latitude, longitude, time, and potential temperature. 
Pseudo data are shown in blue with 30, 50, 70, 99th percentiles. Please see Table 1 in main 
text for value used to scale GCS data, determined via Bayesian inference.  
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