Responses to Referee’s Comments

We appreciate the reviewers’ constructive and insightful comments. We have carefully checked and addressed all comments and questions.

We have written the referee’s comments in black and our responses to the comments in blue and italics. The revised sentences and paragraphs related to these comments are shown in red. Please note that the numbering of the figures and tables has been changed in the revised manuscript.

Referee #2:

This paper describes upgrades to GEMS HCHO retrieval, and its comparison and evaluation versus TROPOMI, FTIR and MAX-DOAS observations. The upgrades to the “baseline” formaldehyde retrieval consist in fitting polarization sensitivity vectors and constructing radiance reference spectra using clear-sky pixels. The intercomparisons between GEMS and TROPOMI show good correlation with a small bias of 10-16%. GEMS captures seasonal variations well, showing relatively high correlations with FTIR and MAX-DOAS ground-based observations. Overall, the paper is well written, even though it could benefit from an English language edit.

The paper has a clear structure and provides important information to understand and use GEMS formaldehyde retrievals. Addressing the questions that follow before publication would help to provide a more solid description of the retrieval upgrades and the comparison with correlative measurements. Its publication is therefore more than justified, providing important reference material for anyone working with GEMS formaldehyde retrievals.

1. The inclusion of polarization vectors and the modification of the radiance reference affects slant column density (SCD) retrievals. The discussion about the effects of these changes in the retrievals should focus on SCD. Describing them in terms of vertical column density (VCDs) compounds the changes on SCDs with AMFs (affected by the change in the a priori profiles) and they should be analyzed separately.

We have updated the figures with differential slant column densities (dSCDs) below.

Questions regarding the calculation of the radiance reference and the background correction:

2. Is the background correction computed as one North/South 1D vector? It would be very interesting to compare the background columns computed for different days using the old and new radiance reference / background corrections.

We used North/South 1D vectors of monthly and zonal mean model background VCDs for the correction. We have added the comparison plot of annual mean background columns calculated from the old and new radiance reference sectors.
Fig. S2. Simulated annual mean HCHO background VCDs according to the reference sector (new: 120–150° E, old: 143–150° E).

L123: The simulated background VCDs of the new reference sector exhibited 30 % higher values on average (Fig. S2).

3. Further details regarding the radiance reference calculation would be very useful, for example: What is the minimum number of pixels used to calculate the radiance reference? Why having larger signals (over clouds) is a problem? The intuition suggests that pixels affected by clouds could result in higher signals and therefore less noise. Are radiance references time of day dependent or is one radiance reference per day calculated?

*We have added detailed explanations regarding the construction of radiance references. In the case of the number of pixels for radiance reference, there are no specific criteria of minimum pixel numbers because the three-day mean radiance references generally provide sufficient pixels in the radiance reference sampling.*

L126: High reflectance conditions, such as thick clouds, can affect radiance references owing to the different magnitudes of radiances compared with typical background conditions.

L131: Because the observed light path varies significantly with the solar zenith angle (SZA), we used radiance references at the same observation time.

4. In line 130 it is suggested that radiance reference changes affect mostly high VCDs, yet I wonder if the radiance reference only affects the high value of the retrieved SCDs or is a uniform change? Figure 1, on top of the radiance reference itself could show the retrieved SCDs for one scan using the different radiance reference options. Also, it would be very interesting to include another figure illustrating the methodology used to calculate the background correction and its latitudinal dependency.

1. *Retrieved dSCDs using cloud-masked radiance references are mostly lower than those using radiance references without cloud masking, even though the amount of the reduction depends on latitudes.*

2. *We briefly described a formulation of background-corrected SCDs shown by Kwon et al. (2019)*

L137: Consequently, the use of the updated radiance references resulted in 10–40 % small differential SCDs (dSCDs) compared to those using radiance references without cloud masking over the entire scan domain.

L109: Background correction adds slant columns simulated by a chemical transport model to the reference sector to retrieve the slant columns as a function of latitude. Using Eq. (1), which is described in Kwon et
al. (2019), background correction was conducted using the model VCDs ($VCD_{CTM}$) and the satellite-derived AMFs ($AMF_0$) at a given latitude, resulting in a corrected SCD ($SCD_{corr}$) at each cross-track $i$ and along-track $j$.

$$SCD_{corr}(i, j) = dSCD(i, j) + AMF_0(lat) VCD_{CTM}(lat)$$ (1)

5. Another question that needs to be addressed here is the dependency of the retrieved SCDs with the radiance reference construction method. The paper does not provide enough details about how the radiance reference is constructed. For example, what is the effect of using the radiance reference from day $i$ in day $i+1$? What about hour $h$ on hour $h+1$?

We tested the day-to-day variations of the radiance references. However, we did not include their results because it could cause duplications with Fig. 2. Using previous one- or two-day mean radiance references generally reproduces similar spectral and latitudinal distributions of the reference spectra. Therefore, the retrieved dSCDs are consistent, as shown in the figure below. Regarding the hour-to-hour dependency, we briefly described the necessity of using radiances of the same hour in L141.

![GEMS radiance reference](image)

**Fig. R1.** Same as for Fig. 1 except for cloud-masked radiance references of GEMS in 12:45 KST (03:45 UTC), 4–6 December 2020.

Questions regarding the inclusion of polarization vectors in the fitting:

1. It will be very interesting to see the value of the polarization vector fitting parameter for a given scan? Does it have a bigger impact on some SZA/surfaces than others? What is the optical depth associated with the polarization vector pseudo absorption? As mentioned above, the fitting of the polarization vector affects the retrieved differential columns not the VCD. To avoid convolution of new fitting approach with AMF calculations and changes in the cloud algorithms the analysis of results affecting the spectral fit should look at
dSCDs only. This comment applies to figures 6, 7, 8...

We have updated figures 6 and 8 with the dSCDs.

Indeed, polarization effects significantly contribute to retrieved HCHO dSCDs, especially under a high SZA and VZA. This phenomenon might be due to the behavior of polarization characteristics in the GEMS instrument. Following the statement of Choi et al. (2023), the degree of polarization error shows a maximum in the morning and afternoon, with a minimum error at noon. We have updated a figure including optical depths of the fitting parameters (Fig. 2 in the new manuscript). The optical depth for polarization sensitivity is shown in Fig. 2.

---

Fig. 5. Average time dependence of GEMS HCHO dSCDs with (a) and without (b) polarization correction and their relative differences (c) ((a–b)/b) during the IOT.

Fig. 7. Mean dSCDs from the GEMS HCHO algorithm with the optimized (a) and pre-launch fitting winds (b) for 13:45 KST (04:45 UTC) on 2 September 2020, with their absolute differences (a–b) and scatter plot.
Fig. 8. Mean HCHO dSCDs from the GEMS using measured radiance references (a) and irradiance with de-striping (b) for 09:45–15:45 KST (00:45–06:45 UTC) during the IOT (August–October 2020), with their absolute differences (a–b) and scatter plot.

Fig. 2. Fitted optical depths (black solid line) and optical depths plus the fitting residuals (red solid line) of the operational GEMS HCHO retrieval algorithm in Northern Myanmar at 12:45 KST (03:45 UTC), 3 August 2020.
2. What about the correlation between the retrieved polarization parameter and HCHO fitting?

In the high SZA and VZA conditions, polarization is more sensitive to the spectral fitting. However, the effects on the spectral fitting are minimized in the lower zenith angles, indicating less correlation between the retrieved polarization parameter and HCHO.

Questions associated with the discussion of the sensitivity tests:

1. Line 179 and figure 8: The paper should compare dSCDs with SCDs, since the VCD contains information about the AMF, imposing a priori information that most likely increases the correlation between both retrievals above the one expected if only dSCD and SCDs where considered.

We acknowledge the necessity of comparing dSCDs to separate the impact of AMF. As mentioned above, we have modified this part to compare dSCDs instead of VCDs in Fig. 7.

Fig. 7. Mean dSCDs from the GEMS HCHO algorithm with the optimized (a) and pre-launch fitting windows (b) for 13:45 KST (04:45 UTC) on 2 September 2020, with their absolute differences (a–b) and scatter plot.

L184: Figure 7 compares the retrieved HCHO dSCDs under the pre-launch and optimized fitting windows at 13:45 KST (04:45 UTC) on 2 September 2020. HCHO dSCDs using an optimized fitting window (Fig. 7a) presented 10–30% higher values than those of the pre-launch fitting window (Fig. 7b) but showed consistent spatial correlations (r=0.95) and good representations of local emissions over East China and the Korean Peninsula.

2. What is the behavior below 40N? Looking at figure 8 looks like if the bias is gradual?

We found that the previous version of the background profile was applied in the de-striped irradiance reference VCDs in the comparison. The new background profile was used in the de-striping process, leading to consistent spatial distributions (Fig. R2).
Per your comments, we showed the comparison of dSCD between the irradiance and radiance reference retrieval (Fig. 8 in the new manuscript). The results showed consistent spatial distributions with correlation coefficients of 0.97. However, since the fitting RMS and uncertainties showed a substantially higher value of irradiance reference retrieval, the use of irradiance references still needs an elaborate de-striping algorithm to address the high fitting residuals and uncertainties.

L193: HCHO dSCDs using irradiance spectra were in good agreement ($r=0.97$) with those using radiance references but were 20–50% higher on the west side of the scan domain (<100° E). In addition, HCHO products using the irradiance reference showed 10–50% higher fitting RMS (approximately $2.5 \times 10^{-3}$) and random uncertainties (approximately $8 \times 10^{15}$ molecules cm$^{-2}$) than those using the radiance reference. Based on the lower fitting RMS and uncertainties, a radiance reference was used as the reference spectrum in the operational retrieval.

3. The higher RMS using irradiances points towards unaccounted spectral signals in the model of the fit (as expected) that are accounted for when using the radiance reference.
We have added a specific reason for the high fitting RMS in the irradiance reference retrieval.

L197: The elevated fitting RMS and uncertainties in the irradiance reference retrieval may be due to the unaccounted spectral signals in the spectral fitting process, which were addressed when employing the radiance reference.

4. Line 183: Results using radiance and irradiance are almost not identical. The differences are significant and, depending on the location, important. Please review this statement.

We acknowledge our misconception that was analyzed based on the high correlation coefficient. We have deleted the statement of “identical results” and added a cause for using radiance references in terms of fitting RMS and uncertainties.

L193: Based on the lower fitting RMS and uncertainties, a radiance reference was used as the reference spectrum in the operational retrieval.

Questions regarding the comparison with TROPOMI observations:

1. It will be very interesting to break down the comparison between TROPOMI and GEMS in terms of SCDs, AMFs and VCDs to try to understand the performance of those two retrieval steps separately. Even more interesting would be to compare VCDs pre and post reference sector background correction.

Thank you for the comments. It would be informative to compare the AMFs and SCDs. However, since these variables highly depend on observing the geometries of the satellite instruments, it is difficult to directly compare these variables due to the different geometric angles between GEMS and TROPOMI. Instead, we separated the impact of cloud properties in AMF calculations, as shown in Fig. S3, which minimizes the discrepancies in cloud fitting windows between GEMS and TROPOMI.

2. Line 250: this is an interesting discussion if done with care. First it is important to establish how much of the latitudinal variability comes from the background correction for GEMS (for TROPOMI there is no dependency on the background correction but there is also a bias correction, is that considered?). Second, it is necessary to understand which percentage of the reported VCD is coming from the background correction? Finally, how large is GEMS background correction variability as function of SZA and day of year/season.

As described in Kwon et al. (2019), GEMS has a spatial dimension from North to South, and radiance references are made at each spatial pixel. Therefore, latitudinal biases could be minimized by using radiance references because measurements taken from each latitude already include certain factors that cause systematic biases in spectral fitting. Regarding the contribution of the background corrections to VCDs, we presented the ratio of VCD and VCD_0 (VCDs without background corrections) to investigate the background contributions of GEMS and TROPOMI from August 2020 to July 2021 in Fig. S7, showing the seasonal variations of background correction variability.

3. Line 192: Please add detail about the filtering criteria associated with QA<0.5 (particularly for what it refers to cloud fraction and SZA) since those two parameters are used to filter out GEMS. What does it mean FinalAlgorithmFlag=0 in GEMS?

We have added brief descriptions of the quality flags used in this study.

L207: We filtered out unqualified values of TROPOMI HCHO VCDs using the “Quality Assurance (QA)”
variable (QA < 0.5), which is a recommended limit determined from observation conditions and other retrieval flags. For GEMS, we used the operational Level 2 HCHO product (version 2.0) and selected pixels in a “good” quality flag (FinalAlgorithmFlags = 0), which filters out pixels with high fitting residuals by using median absolute deviations (MADs) derived from the fitting RMS in a scan domain (fitting RMS < median (fitting RMS) + 3 × MAD (fitting RMS)). In addition, pixels with cloud radiance fractions less than 0.4 and low geometric angles (SZA < 70° and VZA < 70°) were used for the validation.

4. Line 194: Does this mean that only GEMS pixels with LT of 13:30 are used? I guess the answer is not since TROPOMI overpass time off nadir is different from 13:30 LT. Please provide further details.

We have added the detailed collocation method for the TROPOMI and GEMS comparison.

L207: GEMS pixels were temporally collocated using the TROPOMI observation time within a ± 15 min time window.

Questions regarding the comparison with FTIR and MAX-DOAS

1. Are there plans to make comparisons in other locations?

We plan to compare GEMS HCHO VCDs with MAX-DOAS observations in Korea and Japan. In addition, a ground-based Pandora Asia Network (PAN) is currently being constructed over Asia, and data from Pandora will be used to validate GEMS products. We also plan to use the column measurements from the recent Satellite Integrated Joint Monitoring of Air Quality (SIJAQ) and the upcoming Airborne and Satellite Investigation of Asian Air Quality (ASIA-AQ) campaigns, which conducts a holistic examination of regional air qualities in East Asian countries.

2. Line 282: Please, place the results of this GEMS comparison with FTIR and MAX-DOAS in the context of Vigouroux et al., 2020 and de Smedt et al., 2021 with TROPOMI information. Are correlations and biases similar? Please quantify. This would be useful since given the preceding discussion regarding GEMS and TROPOMI comparisons.

We have compared the daily and monthly mean HCHO VCDs of GEMS and TROPOMI against that of MAX-DOAS during the TROPOMI overpass time but have not placed this figure in the manuscript because our focus was to examine the diurnal variability of GEMS HCHO. In addition, the monthly behavior of TROPOMI HCHO VCDs was already compared with GEMS in Fig. 10. However, we acknowledge the necessity of general evaluation results in the satellite against ground-based observations. We have briefly described the comparison results in the manuscript and have added a figure below in the supplementary information.

L289: First, we compared the daily and monthly mean HCHO VCDs of GEMS and TROPOMI with those of MAX-DOAS and FTIR during the TROPOMI overpass time (1:30 pm, local time), as shown in Fig. S8. GEMS (r=0.74) and TROPOMI (r=0.73) presented good correlations but showed negative NMBs (GEMS=−45.22 %, TROPOMI=−34.7 %) with MAX-DOAS. Similar statistics are presented in the case of the comparison with FTIR, except for the lower value of NMBs, showing correlation coefficients of r=0.85 and 0.63 and NMBs of −37.7 % and −31.37 % for GEMS and TROPOMI, respectively. However, the FTIR products from October 2020 to January 2021 had insufficient data points that overlapped with the TROPOMI overpass time.
Fig. S8. Time series of daily (small marker) and monthly (large marker with solid line) mean vertical columns for GEMS (blue) and TROPOMI (red) against (a) MAX-DOAS (black) and (b) FTIR (black) for the TROPOMI overpass time (13:30, local time). GEMS and TROPOMI HCHO VCDs were directly compared with MAX-DOAS and FTIR without averaging kernel smoothing and a priori substitution.

3. Line 285: Does Xianghe have a forested area that could explain large biogenic emissions of isoprene; are they of anthropogenic origin? It would be great to provide some context.

Xianghe is predominantly agricultural land with a few residential areas with high isoprene emissions. We have referred to a study investigating the driving emission sources of isoprene in that area.

L312: Xianghe is a suburban area that primarily consists of agricultural areas with partial residential areas where large isoprene emissions occur (Xue et al., 2021).

4. Line 290: Is the diurnal evolution of GEMS columns linked to increased formaldehyde or does it has to do with the development of the boundary layer during the day? In the early hours of the day, even if there is a large HCHO column it would be near the surface. GEMS sensitivity to that early morning shallow boundary layer is very limited. Most variability of the columns (spatial) at those hours I would assume is associated with a priori information of the AMF calculation unless proven otherwise by showing heterogeneity in the slant columns. What is the correlation at different hours of the day?

We acknowledge the limited sensitivity of GEMS observations and the possibility of the contribution of a priori profiles in the early morning. We compared diurnal variations among HCHO dSCDs, VCDs using Geometric AMF (GAMF), and model-derived VCDs from a priori profiles to separate the impact of a priori profiles to GEMS VCDs.

L331: When a shallow boundary layer in the early morning restricts HCHO concentrations to the surface, GEMS can cause large uncertainties in the observation of HCHO columns owing to its limited sensitivity. In this
scenario, the a priori profiles can dominantly contribute to the calculation of VCDs. To examine the impact of a priori profiles in the morning, we recalculated the VCDs using the dSCDs divided by the geometric AMF (GAMF) (Palmer et al., 2001): Figure S12 shows the diurnal variations in the HCHO dSCDs, VCDs using the GAMF, and model VCDs from the GEMS a priori profile, averaged from August 2020 to July 2021. Both dSCDs and VCDs using GAMF showed consistent diurnal variations with the a priori profiles, implying that the GEMS observes the morning time variabilities well without using the a priori profiles. Further studies on the possible uncertainties of the a priori profile simulations from the model should be conducted (Yang et al., 2023).

Fig. S12. Diurnal variations of median HCHO column concentrations from August 2020 to July 2021 in Xianghe: GEMS VCDs using geometric AMF (GAMF) without background corrections (black), GEMS dSCDs (blue), and model VCDs from GEMS a priori profiles (red).

Minor/specific comments:

1. Abstract. The description of the comparison between GEMS and TROPOMI is interrupted by two sentences introducing the use of polarization vectors and reference spectrum calculations. Maybe it would be more logical to move these two sentences at the end of the discussion concerning GEMS and TROPOMI comparisons.

We have revised a sequence of sentences regarding the updates and validation parts of the algorithm.

L20: The Geostationary Environment Monitoring Spectrometer (GEMS) onboard GEO-KOMPSAT 2B was launched in February 2020 and has been monitoring atmospheric chemical compositions over Asia. We present the first evaluation of the operational GEMS formaldehyde (HCHO) vertical column densities (VCDs) during and after the in-orbit test period (IOT) (August–October 2020) by comparing them with the products from the Tropospheric Monitoring Instrument (TROPOMI) and Fourier-Transform Infrared (FTIR) and Multi-Axis Differential Optical Absorption Spectroscopy (MAX-DOAS) instruments. During the IOT, the GEMS HCHO VCDs reproduced the observed spatial pattern of TROPOMI VCDs over the entire domain (r=0.62) with high biases (10–16 %). We found that the agreement between the GEMS and TROPOMI was substantially higher in Northeast Asia (r=0.90), encompassing the Korean Peninsula and East China. GEMS HCHO VCDs captured
the seasonal variation in HCHO, primarily driven by biogenic emissions and photochemical activities, but showed larger variations than those of the TROPOMI over coastal regions (Kuala Lumpur, Singapore, Shanghai, and Busan). In addition, GEMS HCHO VCDs showed consistent hourly variations with MAX-DOAS ($r=0.78$) and FTIR ($r=0.86$) but were 30–40% lower than ground-based observations. Different vertical sensitivities of the GEMS and ground-based instruments caused these biases. Utilizing the averaging kernel smoothing method reduces the low biases by approximately 10 to 15% (normalized mean bias (NMB): −47.4% to −31.6% and −38.6% to −26.6% for MAX-DOAS and FTIR, respectively). The remaining discrepancies are due to multiple factors, including spatial collocation and different instrumental sensitivities, requiring further investigation using inter-comparable datasets.

2. Line 57: “adopted” implies the instrument could have chosen the resolution. Maybe “have much finer” is a better description if combined with “allowing to observe” (“have adopted much finer… allowing to observe local pollution plumes…”

_We have made the necessary changes to this part._

L52: Subsequent LEO satellites, including the Ozone Monitoring Instrument (OMI), Tropospheric Monitoring Instrument (TROPOMI), Global Ozone Monitoring Experiment 2A (GOME-2A), and Ozone Mapping and Profiler Suite (OMPS) nadir mapper, have substantially finer spatial resolutions (approximately 5.5 × 3.5 km–80 km × 40 km) enabling the observation of local pollution plumes and the provision of observational constraints for biogenic and anthropogenic sources globally (Veefkind et al., 2012; De Smedt et al., 2015, 2021; Li et al., 2015; González Abad et al., 2016; Levelt et al., 2018; Nowlan et al., 2023; Kwon et al., 2023).

3. Line 63: ”the presence of clouds”

_We have made the necessary changes to this part._

L59: However, limited by the overpass time, these LEO satellites provide observations at most once daily, which can be significantly compromised by the presence of clouds, especially in East Asia.

4. Line 76: What is the definition of “co-added” pixels (how many)?

_We have added specific pixel numbers (2 × 2 or 4 × 4) integrated with the co-addings. Detailed co-adding information for the GEMS products is presented in Sect. 2._

L71: The Geostationary Environment Monitoring Spectrometer (GEMS), launched on 19 February 2020 by the Korean Ministry of Environment, has begun hourly observations of trace gases (NO2, SO2, O3, HCHO, and CHOCHO) and aerosols with 3.5 km × 8 km pixels or co-added pixels (2 × 2 or 4 × 4) over Seoul, Korea (Kim et al., 2020).

5. Line 91: “consisting of a three steps”, remove processes.

_We have made the necessary changes to this part._

L89: Kwon et al. (2019) described the GEMS HCHO retrieval algorithm (v0.3), which consists of three steps: pre-processing, spectral fitting, and post-processing.

6. Line 95: suggested change “by” to “using” “…corrections using model columns from unpolluted clear areas”
We have made the necessary changes to this part.

L93: Finally, post-processing performs background corrections using model columns from unpolluted clear areas and converts from SCD to VCD by applying an air mass factor (AMF) (Palmer et al., 2001).

7. Line 111: suggested change “is to” to “…the background correction adds slant…”
We have made the necessary changes to this part.

L109: Background correction adds slant columns simulated by a chemical transport model to the reference sector to retrieve the slant columns as a function of latitude.

8. Line 117: suggested change “…GEMS cannot sufficiently obtain clean…” to “…GEMS cannot obtain sufficient clean…”
We have made the necessary changes to this part.

L120: Therefore, GEMS cannot obtain sufficient clean pixels from the Pacific Ocean on an hourly basis.

9. Line 136: Are these residuals and fitting uncertainties characteristic of retrievals at any time of the day/location or there is a diurnal dependency of the uncertainties with SZA and the brightness of the scene?
The fitting residuals and uncertainties are generally high under high SZA and HCHO concentrations. Figures R3 and R4 show the diurnal variation in retrieved fitting RMS and uncertainties of GEMS HCHO, respectively. They show increasing features of their values from 10:45 KST to 15:45 KST and are consistent with the HCHO diurnal variation, which is also continuously increasing. We have added a sentence describing diurnal variations of fitting residuals and uncertainties.

Fig. R3. Diurnal variations of GEMS HCHO fitting uncertainties for 3 August 2020.

Fig. R4. Same as for Fig. R3 except for the fitting RMS.
GEMS also showed high residuals (approximately $1.5 \times 10^{-3}$) and uncertainties (approximately $1.0 \times 10^{16}$ molecules cm$^{-2}$) under high SZAs, rendering the spectral fitting more uncertain.

10. Line 142: This sentence is confusing. Is the LUT of scattering weights recalculated using GEOS-Chem at higher resolution? Which profiles (ozone, temperature...). What I think is going on here is that the HCHO a priori profiles have been updated but the LUT remains the same. It could be interesting to briefly remind the reader the parameters of the LUT table.

The LUT of scattering weights from Kwon et al. (2019) remains, but the a priori profiles have been updated. Indeed, the scattering weight LUT, with substantially finer resolutions and recent emission inventories, can improve the AMF calculations. However, in this study, we focused on the impact of changing a priori profiles as the local emission rates over East Asia are updated. We have added a few details for the configurations of the scattering weight and a priori profiles.

L150: The AMF look-up-table of Kwon et al. (2019) consists of pre-calculated scattering weights based on monthly mean trace gas (O$_3$, NO$_2$, SO$_2$, and HCHO) and temperature profiles simulated from GEOS-Chem, with a spatial resolution of $2^\circ \times 2.5^\circ$, and vertical shape factors calculated from identical a priori profiles. In this study, we only updated the vertical shape factors from the new monthly mean hourly a priori profiles simulated by GEOS-Chem with a substantially finer spatial resolution of $0.25^\circ \times 0.3125^\circ$ and up-to-date anthropogenic and biomass burning emission inventories in Asia (Table 2).

11. Line 170: Would it be possible to quantify the change in the retrieved SCDs between the pre-launch and "optimized" fitting window? Adding a plot showing the SCDs for one scan using both fitting windows and their difference would be interesting.

As shown above, we have added a comparison plot for dSCDs between the pre-launch and optimized fitting windows in Fig. 7.

12. Line 178: What is the meaning of "with background correction"? If I'm not mistaken the use of the irradiance instead of a radiance makes the background correction unnecessary.

When we used the de-striping method to the retrieved slant columns, the median value of the unpolluted background pixels was subtracted from all pixels in the cross-track. Therefore, we had to add the subtracted background SCDs from the model. To avoid misconceptions, we deleted “with background correction” in the sentence.

L191: We performed a de-striping process (Lerot et al., 2021) by subtracting the median values of each cross-track.

13. Line 208: What does it mean that the value of cloud fraction increases exponentially for SZA? Is the cloud fraction proportional to $e^{\text{SZA}}$?

We have modified the sentence by changing it to “value” instead of “deviations,” following Kim et al. (2021), who present that the deviations for cloud fractions exponentially increase at a higher SZA.

L228: The uncertainty of the cloud fraction retrieval increases exponentially for SZA values above 40$^\circ$ and becomes significant above 60$^\circ$ (Kim et al., 2021).
HCHO VCDs retrieved using FW radiance references show 5–8% higher values than those of nominal scans. The primary cause of the higher VCDs in FW radiance references is the background corrections, including higher HCHO concentrations over the narrower reference sector. We are investigating the impact of background concentrations on the retrieved vertical columns.

![Figure R5](image1.png)

Fig. R5. Same as for Fig. 9 except for the radiance references sampled in the FW scan area during the nominal scan schedule.

![Figure R6](image2.png)

Fig. R6. Same as for Fig. R5 except for the radiance references sampled in the nominal scan area.
15. Line 222: This is not the only source of difference in the AMF calculations? A detail analysis should breakdown the contributions from surface properties, clouds, a priori profiles and scattering weight LUT. Lorente et al., 2016 paper could be very illustrative of the different contributions and guide further analysis.

Indeed, various factors contribute to AMF calculations, which can cause the differences between GEMS and TROPOMI. However, this paragraph aims to introduce the cloud contributions from using cloud-free AMF in the GEMS and TROPOMI comparison. By comparing the key features of VCDs, with the results of De Smedt et al. (2021), we evaluated the necessity of the cloud-free assumption to build better comparison conditions between the two satellite products. We mentioned Lorente et al. (2017) to describe the necessity of reminding other key factors in AMF calculations in the sentences.

L240: Several factors, including cloud properties, surface albedo, and trace gas profiles, contribute to AMF calculations. We focused on the differences in the cloud properties between GEMS and TROPOMI. GEMS and TROPOMI use the observed radiances at different wavelength bands to derive cloud properties (O4 at 477 nm for GEMS vs. the O2–A band at 760 nm for TROPOMI), retrieving the different physical interpretations of cloud fractions and cloud pressures (Kim et al., 2023; Loyola et al., 2018).

L247: To exclude cloud dependency on the HCHO AMF in the comparison between GEMS and TROPOMI, we defined cloud-free VCDs (VCDs) by applying AMFs under a cloud-free assumption, which was introduced by Lorente et al. (2017) and De Smedt et al. (2021).

16. Line 240: Adding information about collocation statistics for each city and month would be helpful to understand the significance of the comparison.

We have added a supplementary figure for each city's sampled pixel numbers for the GEMS and TROPOMI.

L263: The total number of pixels sampled (Fig. S5) over Japan (Tokyo: 60, Osaka: 76) was nearly one-third of the overall mean pixel count for all cities (mean pixel number: 200.4).
17. Line 320: Problems associated with scene heterogeneity are first mentioned in the conclusions of the paper and not discussed in its body. Either no mention it at all or please add a section explaining how it affects the retrievals, when and where?

*We have deleted the sentences regarding the possibility of scene heterogeneity.*

18. Table 1:

I understand that the paper does not discuss the construction and use of a common mode (mean residual) so maybe this question is outside the scope of this paper, but I wonder what is the dependency of the common mode with time of the day.

*We have compared the diurnal variations of dSCDs and fitting RMS with and without the common mode; however, there were no significant changes (< 1%) for the entire day. Therefore, the deviations in dSCDs and fitting residuals caused by common mode contributions are negligible in the current scenario.*

Are the scattering weights precalculated for each 2x2.5 grid? What is the point of doing so, accounting for different ozone and aerosol profiles? The surface albedo is one of the parameters so don't see the benefit? What is the number of the LUT vertical layers?

*We used a scattering weight LUT consisting of 47 vertical layers, which directly followed the input model data from GEOS-Chem $2^\circ \times 2.5^\circ$ simulations. According to the AMF sensitivity tests to scattering weight parameters (cloud top pressure, cloud fraction, albedo, etc.) presented by Kwon et al. (2019), we considered the scattering weight LUT to be well-established and focused on updating a priori profiles in AMF calculations. We acknowledge that the surface reflectance can affect the scattering weight calculations. Recently, the GEMS level 2 background surface reflectance product, which considers BRDF modeling for surface reflectance retrieval, became available. Further investigations concerning the scattering weight calculations with the use of the GEMS surface reflectance product will be conducted in future studies.*

19. Figure 1: Which fitting window is used by TROPOMI retrievals (the only one relevant for this study)? Why show the others? Second, cutting the formaldehyde feature at 330 nm by starting at 329.3 nm instead of 328.5 nm is counter intuitive. Showing correlation with other fitting parameters is crucial to understand the benefit of starting at 329.3 nm. What is the point of showing a normalized solar spectrum here? Likewise with the ring spectrum. This figure would be more useful if broken into panels showing the typical optical depth of each parameter within the fitting window. This figure is quite misleading giving the impression of very strong formaldehyde signals when it is the weakest signal fitted in this fitting window together with O4.

*We intended to introduce the general conventions of the HCHO fitting windows used in the representative LEO satellite sensor. To avoid misconceptions, we have deleted Fig. 1 and modified Fig. 3 to display the optical depths of all chemical species fitted in the retrieval algorithm.*

20. Figure 2: As mentioned before this figure would give a better understanding of the impact of the radiance reference if it included an example of the SCDs retrieved for one scan using different radiance references (old vs clear sky).

*We have added the differences in dSCDs retrieved by the three-day mean cloud-masked radiance references compared to those of the default in Fig. R7. However, we speculate that the inclusion of additional panels provides excess information and can lead to potential misconceptions for readers. To enhance the clarity of the*
message in the figure, we decided not to present the difference in dSCDs in Fig. 1 (in the new manuscript).

Fig. R7. Latitudinally averaged radiance references of GEMS (03:45 UTC (12:45 KST), 6 December 2020): With cloud masking (cloud radiance fraction > 0.4) (a), without cloud masking (b), and cloud masking with three-day mean radiances (c). Absolute differences of dSCDs using (a) and (b) radiance references (d). The shadings are radiance spectra. The radiance spectra in the 1233–1241 cross tracks have bad L1C quality flags.

21. Figure 3 could be more interesting if it showed the optical depth of other parameters considered in the fitting (such as \( \text{O}_3 \), Ring, \( \text{BrO} \), and \( \text{O}_2-\text{O}_2 \)). Not a very important change. As it stands now, if doesn’t bring much information to the analysis.

*We have added other species’ optical depths and their fitting residuals in Fig. 2 (See Q1)*

L139: Figure 2 shows the fitted optical depths as a function of the wavelength for a specific pixel in Northern Myanmar at 12:45 Korean Standard Time (KST) on 3 August 2020. The black solid line represents the fitted optical depth of the chemical species, and the red solid line represents the optical depth along with the fitting residuals.

22. Figure 5 suggestion; plotting some fitting residuals (including the polarization vector vs. not) would be very convincing if the dramatic signal around 350 nm shows clearly.

*We show the optical depth of polarization sensitivity in Fig. 2. Polarization does not show the steep variations of fitting residuals around 350 nm.*

23. Figure 6: Is the white area in the southern part of the plot moving towards the west as the day progresses the glint cone? As expected, the effect of the polarization depends greatly on the geometry of the retrieval. It seems that backward scattering results in higher polarization signal. Is that correct? Is the fitting window used in the top and middle row retrievals the same?

*1. Yes, the white circle area over the southern part of the plot shows sun glint pixels masked by the quality flag*
due to the high retrieval uncertainties.

2. Yes, backward scattering contributes to the high polarization signal. Following the statement of Choi et al. (2023), polarization error is a function of satellite–sun geometry. However, the interpretation of GEMS polarization characteristics needs to be constrained because Choi et al. (2023) did not fully cover their relationship with other GEMS scan areas after the IOT (Full West, Full Central, Half East, and Half Korea). Therefore, further investigations should be conducted to evaluate the polarization characteristics in the other scan area.

3. Yes, we used the identical fitting window for panels (a) and (b).

24. Table S1:

While the cross-track and along-track jargon is meaningful to those familiar with LEO instruments similar, it does not really apply to GEO satellites since they are not moving on a orbit with a pre-determine track. Don't know if there is a better terminology to better describe GEO observations.

We acknowledge that the cross-track and along-track do not efficiently represent the geolocations in geostationary orbit. However, we decided to use this jargon to create a consistent physical interpretation for understanding the conventional retrieval process from the same point of view as LEO satellites.

Is there some other documentation explaining the contents of these variables? Particularly important to use the product would be to specify the meaning of the different flags. If so, it could be very useful to provide a link to the document or the page where this "file document format" document resides.

The initial version of the algorithm theoretical basis document is available at “https://nesc.nier.go.kr/ko/html/satellite/doc/doc.do”. However, since these documents are outdated (v0.3), we did not refer to this literature to avoid misleading the readers.

What are the different degrees of convergence in the fit?

The degree of convergence indicates a fitting score of the HCHO differential slant columns. The convergence flag is primarily defined by the difference between observed and modeled radiance spectra during the spectral fitting. We have added a description of the convergence flags in Table S1.

Table S1. Summary of the data field variables archived in the GEMS Level 2 HCHO product. Layer, spatial, and image represent the number of vertical layers of the a priori profile, cross-track, and along-track of the GEMS observation, respectively.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>Unit</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>AirMassFactor</td>
<td>AMF</td>
<td>unitless</td>
<td>spatial × image</td>
</tr>
<tr>
<td>ClearAirMassFactor</td>
<td>AMF (cloud-free condition)</td>
<td>unitless</td>
<td>spatial × image</td>
</tr>
<tr>
<td>AMFCloudFraction</td>
<td>Cloud radiance fraction</td>
<td>unitless</td>
<td>spatial × image</td>
</tr>
<tr>
<td>AMFCloudPressure</td>
<td>Cloud top pressure</td>
<td>hPa</td>
<td>spatial × image</td>
</tr>
<tr>
<td>AMFDiagnostic</td>
<td>Diagnostic flags in AMF calculation</td>
<td>unitless</td>
<td>spatial × image</td>
</tr>
</tbody>
</table>
26. Figure S1: Where is the eastern boundary of the full central scan (pink)? Maybe it could be useful to use a discontinuous line on the eastern edge to show where it is, since I assume it overlaps with full western or half Korea eastern edges?

_We have updated the line style of the full central scan domain to be a dashed line._
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