
Dear Referee, 
  
we would like to thank you for the careful reading of the manuscript and the 
constructive comments that substantially helped to improve and clarify  the paper. 
Answers to all your comments are detailed hereafter. Corrections to the English 
grammar were adopted in the revised version of the manuscript according to the 
reviewer's recommendations, but are not reported or discussed here. All authors agree 
with the modifications made to the manuscript. The comments by the referee are 
reported in bold  followed by our response (in blue). The text added to the revised 
manuscript is reported in italic font.  The line numbers reported in the answers referred 
to the revised manuscript. The revised manuscript that includes track changes is also 
provided in pdf format.  
 
In the following answers, we use ‘Figure’ to identify the figures in the updated 
manuscript and we use ‘Plot’ to identify the figures in this document. 
 
General comments 
 
1) First, the construction of the ML classification for extreme events. By 
definition, an extreme event is a phenomenon that is rare in a dataset, making it 
challenging to identify patterns and leading to imbalanced classes. In my 
opinion, this situation may explains the high number of FPR you found in the 
MHW prediction. This question about extreme events is crucial in the context of 
climate variations driven by climate change. The data used in this study seem 
not to be detrended, allowing extremes to originate from different sources, even 
when only meteorological predictors are considered. It would be beneficial to 
have a smaller sample in the training dataset with an acceptable bias to provide 
the network with more information about extremes (it a common way of doing, 
for example you can refer to the work by Mounier et al. 2022). 
 
Mounier, A., Raynaud, L., Rottner, L., Plu, M., Arbogast, P., Kreitz, M., ... & Touzé, 
B. (2022). Detection of bow echoes in kilometer-scale forecasts using a 
convolutional neural network. Artificial Intelligence for the Earth Systems, 1(2), 
e210010 

Thank you for your  insights regarding the construction of our ML classification model 
for extreme events, especially the challenge of identifying rare phenomena within 
imbalanced classes. 

We acknowledge the significance of extreme events, particularly in the context of 
climate change-induced variations. To address this concern, we attempted to integrate 
Marine Heatwaves (MHWs) into the training dataset by substituting periods without 
MHWs with periods of MHWs. In other words, in the new training dataset we replicated 
randomly days of MHWs, substituting them to no-MHWs days. We did the same for 
the predictors, which means that we substituted the values of the predictor during the 
MHWs days replicated in the new dataset. Despite this effort, as depicted in Plot 1 and 
2, this substitution did not notably enhance the forecasting performance for SST or 
MHWs. LSTM identifies the “standard” experiment, with non-inclusion of additional 
MHWs in the training dataset and evaluated in the 2017-2021 period of testing (i.e. 
REXP, see manuscript). LSTM_S is the same experiment, but trained by  the new 



training dataset which includes more MHWs. In addition, also the F1 score worsens 
substantially (Plot 2), likely linked to the fact that the model tends to overestimate 
maxima leading to a large number of False Positive in the LSTM_S experiment (Plot 
3).  

It is important to underline that in both experiments the RMSE error is calculated 
against the observed ESA CCI SST from 2017-2021 without synthetic (i.e. additional 
MWs) events.   

The suggestion of the reviewer to mirror the methodology utilized by Mounier et al. 
2022, by creating smaller samples with acceptable bias to provide the network more 
information about extremes, is a challenge for our type of framework. Temporal 
constraints and seasonality within the dataset made it tricky to purely eliminate days 
without MHWs without disrupting the dataset's temporal continuity. 

Our attempt to enrich the training dataset with extreme events did not yield substantial 
improvements in forecast accuracy for SST or MHWs. Therefore, after extensive 
evaluation and considering the constraints regarding the elimination of periods without 
MHWs, we made the decision to continue using the original dataset without synthetic 
additions. 

 

Plot 1. LSTM and LSTM_S performance for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Western 
Mediterranean (Region 4).  

 



Plot 2. LSTM and LSTM_S F1 score for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Western 
Mediterranean (Region 4).  

 

Plot 3. LSTM and LSTM_S False Positive Rate for the SST daily predictions in terms of Root Mean Square Error (RMSE) for 
Western Mediterranean (Region 4).  

2) The second concern relates to the study's objectives. If I read correctly, the 
justification of this study is the need for a prediction system for SST and MHW 
due to their significant social, ecological, and economic impacts: I couldn't 
agree more. However, I did not find any justification, and I'm not convinced by, 
the impact of having a short-term forecast of SST/MHW. Given the profound 
impact of MHWs on marine ecosystems and, consequently fisheries, and the 
timescales of MHWs (lasting for days to years) many researchers are focusing 
more on multi-weeks or seasonal forecasts to anticipate these impacts. I can 
speculate on why you developed this short-term solution, but it is not clearly 
justified in the article and seems to be useful for very specific industry. For 
example, does an extreme 1week MHW has more impact than a moderate MHWs 
that lasts 1 year. 

Thank you for your thorough review and insightful comments regarding our study's 
objectives and the justification for short-term forecasts of SST and MHWs. 

The profound impact of MHWs on marine ecosystems, fisheries, and associated socio-
economic factors is indeed a critical concern (Oliver et al., 2021). We recognize the 
merit of longer-term forecasting for understanding and mitigating lasting impacts, but 
short-term forecasts supply useful information in various sectors, specifically in 
industries reliant on immediate responses to temperature fluctuations (DeMott et al., 
2021). 

Short-term SST and MHW forecasts are particularly relevant in sectors such as 
aquaculture, where the acute impacts of short-duration extreme events can 
significantly impact operations (DeMott et al., 2021, Froehlich et al., 2018). For 
instance, an extreme MHW lasting a week might impose sudden stresses on 
temperature-sensitive aquatic species (e.g. the early life stages of fish, Buttay et al 
2023), potentially causing immediate adverse effects compared to a more prolonged, 
moderate MHW (e.g mass mortality, Lee et al 2018, Buttay et al 2023). Timely 
predictions of these short-term fluctuations enable proactive management strategies 
(Guinaldo et al. 2023), aiding in disease prevention, optimizing feeding schedules, 



potential coral bleaching events prevention, and ensuring the well-being of farmed 
species, hence safeguarding economic interests and sustaining food security 
(Oidtmann et al. 2011, DeMott et al., 2021).  

We recognize the necessity of clearly justifying the choice of short-term forecasting 
objectives in our manuscript. In the revised version, we will explicitly discuss the 
relevance and specific impacts of short-term MHWs, particularly in sectors such as 
aquaculture, elucidating their importance in mitigating acute risks and ensuring the 
resilience of these industries. 

We appreciate your valuable insights, and we elaborate on these points 
comprehensively in the revised manuscript. In particular  in the introduction at lines 
59: “In short, given the impacts of MHWs on ocean ecosystems and the resulting 
economic losses of marine industries, there is an increasing need for MHW forecast 
to help ocean users to be prepared for these events. Short-duration extreme marine 
heatwaves (MHWs), lasting only a week, can exert sudden stresses on temperature-
sensitive aquatic life stages, potentially leading to immediate adverse effects such as 
mass mortality, disease, large-scale coral bleaching and reduced seagrass meadows 
(Holbrook et al., 2020). For proactive marine management, operators in the coastal 
and marine sectors (e.g. fisheries and aquaculture, and coastal water management) 
can use MHW event predictions for better planning of their activities.”, and in the 
Discussion section at lines 373: ”We recognize the merit of longer-term forecasting for 
understanding and mitigating lasting impacts, but short-term forecasts supply useful 
information in various sectors, specifically in industries reliant on immediate responses 
to temperature fluctuations (DeMott et al., 2021). Short-term SST and MHW forecasts 
are particularly relevant in sectors such as aquaculture, a very important activity in the 
Mediterranean sea, where the acute impacts of short-duration extreme events can 
significantly impact operations (DeMott et al., 2021, Frölicher and Laufkötter 2018). 
For instance, an extreme MHW lasting a week might impose sudden stresses on 
temperature-sensitive aquatic species (e.g. the early life stages of fish, Buttay et al. 
2023), potentially causing immediate adverse effects, such as mass mortality (Lee et 
al., 2018; Buttay et al., 2023) compared to a more prolonged, moderate MHW. Timely 
predictions of these short-term fluctuations enable proactive management strategies, 
aiding in disease prevention, optimizing feeding schedules, potential coral bleaching 
events prevention, and ensuring the well-being of farmed species, hence safeguarding 
economic interests and sustaining food security (Oidtmann et al. 2011, DeMott et al. 
2021)”. 

3)  In connection with this, I would suggest exploring a comparison between 
these ML techniques and multiple linear regression using the same predictors. 
This would help justify choosing ML over a statistical model with lower 
computational costs, as you mentioned in Page 2, Line 42. 

We appreciate the opportunity to further clarify our methodology and choices regarding 
the comparison between machine learning (ML) techniques and multiple linear 
regression (LR). 

In response to your request about comparing ML techniques with LR using the same 
predictors, our comprehensive evaluations revealed insights, particularly regarding the 
impact of spatial resolution on performance. When examining the averaged time-



series of SST and predictors within a single area, LR's performance appeared 
comparable to that of LSTM (Plot 4). Indeed the LR error falls within the margin of 
error, as you noticed for MEdFS.   

Nevertheless, investigating the LSTM performance in forecasting 7 days of SST for 
individual grid points within the same area (e.g. Area 4) revealed distinct performance 
differences. In this analysis we analyzed 10% of the grid points in the area to be 
statistically relevant. The two methods are trained using 1981-2016 as the training 
period and 2017-2021 as the testing period (i.e. REXPs).  Solid lines, which identifies 
the mean of the RMSE of all the randomly selected grid points, demonstrated that 
LSTM consistently outperformed LR, particularly at lead times greater than 2 days 
(Plot 5). This highlights the sensitivity of forecasting models to the spatial resolution of 
the data used. As noted in the review comment number 9 (below), the averaged data 
may potentially smooth out localized variations, thereby potentially hiding the non-
linearities between variables. ML techniques, unlike LR, are designed to identify such 
nonlinearities. Therefore, it aligns to find the LSTM to outperform LR when operating 
at a higher spatial resolution. 

It's crucial to note that our aim is to compare how well ML techniques perform against 
a short term dynamical forecast model (MedFS) in terms of average forecast skill in 
selected 16 areas ad particularly in the Algerian basin, North Adriatic Sea and 
Southern Levantine Sea, which are identified to be amongst the most impacted areas 
in terms of occurrence, duration or intensity of marine heat waves (Dayan et al., 2023; 
Pastor and Khodayar, 2023). These areas,  categorized based on their dynamics, in 
the context of Copernicus Marine Service are operationally provided with a forecast 
skill. Our manuscript primarily focuses on demonstrating a proof-of-concept for 
developing short-term forecasting systems. As these systems will likely be used in 
smaller areas or with higher-resolution data in the future (e.g. aquaculture sites), we 
decided to leave out LR from the paper. This decision reflects the fact that our work 
serves as an initial step towards developing more sophisticated systems capable of 
capturing complex, non-linear relationships.  

We recognize the necessity of addressing limitations which are derived from the 
spatial resolution of our data. Therefore, we plan to incorporate it in the Discussion 
section in the revised manuscript, discussing in depth the influences of spatial 
resolution on model performance and broader implications for future research. 



 

Plot 4. LSTM and LR performance for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Western 
Mediterranean (Region 4) using the averaged time-series.  

 

Plot 5. LSTM and LR performance for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Western 
Mediterranean (Region 4) using the averaged time-series. Shading areas are the respective standard deviations.  

Abstract 
4) Regarding your results, you could not conclusively state that ML techniques 
'outperform' MedFS, even in the context of 3-day predictions. In my opinion, the 
results fall within the margin of error (please refer to my comments in the 
Results section). Furthermore, you should replace 'most regions' with a 
quantitative assessment of this outcome. I also suggest adding a closing 
sentence to your abstract to provide some perspective. However, the decision 
is up to you. 
 
Thank you for your comments, we rephrased the abstract:  
“Marine heatwaves (MHWs) have significant social and ecological impacts, 
necessitating the prediction of these extreme events to prevent and mitigate their 



negative consequences and provide valuable information to decision-makers about 
MHW-related risks. In this study, machine learning (ML) techniques are applied to 
predict Sea Surface Temperature (SST) time series and Marine Heatwaves in 16 
regions of the Mediterranean Sea. ML algorithms, including Random Forest (RForest), 
Long short-term memory (LSTM), and Convolutional Neural Network (CNN), are used 
to create competitive predictive tools for SST. The ML models are designed to forecast 
SST and MHWs up to 7 days ahead. For each area, we performed 15 different 
experiments for ML techniques, modifying the training and testing periods. Alongside 
SST, other relevant atmospheric variables are utilized as potential predictors of 
MHWs. Datasets from the European Space Agency Climate Change Initiative (ESA 
CCI SST) v2.1 and the European Centre for Medium-Range Weather Forecasts 
(ECMWF) ERA5 reanalysis from 1981 to 2021 are used to train and test the ML 
techniques. For each area the results show that all the ML methods performed with 
minimum Root Mean Square Errors (RMSE) of about 0.1°C at a 1-day lead time and 
maximum values of about 0.8°C at a 7-day lead time. In all regions, both the RForest 
and LSTM models consistently outperformed the CNN model across all lead times. 
LSTM has the highest predictive skill in 11 regions at all lead times. Importantly, the 
ML techniques show results similar to the dynamical Copernicus Mediterranean 
Forecasting System (MedFS) for both SST and MHW forecasts, especially in the early 
forecast days. For MHW forecasting, ML methods compare favorably with MedFS up 
to 3-day lead time in 14 regions, while MedFS shows superior skill at 5-day lead time 
in 9 out of 16 regions. All methods predict the occurrence of MHWs with a confidence 
level greater than 50% in each region. Additionally, the study highlights the importance 
of incoming solar radiation as a significant predictor of SST variability along with SST 
itself.”  
 
 
Introduction 
5) As mentioned in the general comments, the introduction lacks justification 
for considering only a 7- day forecast period. If we compare this to other 
scientific fields, such as numerical weather prediction, the justification for using 
ML techniques often leans in the opposite direction: attempting to outperform 
models beyond the 7-day threshold, where predictability reaches its limits. 
In my opinion, this approach would be even more compelling for SSTs, given 
the relatively small range of variation within a week, especially in your case 
when utilizing interpolated L4 data for training. 
 
Thank you for your comment, we addressed this comment in the general comments 
section.  
 
P1.L18-21 
6) I would recommend rewriting the introduction to separate the sections 
addressing SST, the impact on ecosystems, and the definition of MHWs as 
extreme events. In my opinion, there is a bit of confusion (at least as a reader) 
between these concepts in the initial part of the introduction, and you are 
defining them a second times in the Results section (Page 8, Line 229). 
7) I think you could shorten this section which is currently a very long review. 
As you mentioned, statistical techniques have a well established history in 
SST including bias estimation and satellite data reconstruction. 
 



Thanks for your input. We've revised the introduction based on your comments [6] and 
[7], as well as those from reviewer 2. 
 
P2.L39 
7) I'm not familiar with the reference you mentioned but I have in mind one 
counter example. In numerical weather prediction AI models like FourCastNest, 
the model provides forecasts globally for up to 15 days using ML techniques 
exclusively. This raises an important questions about the applicability of your 
study, especially given the wide area you are examining. Following this 
sentence it would be preferable to use numerical approach in the case of Med 
Sea and I could not find the justification in your introduction. 
 
 
Thank you for highlighting this point. There was a misinterpretation in our previous 
statement. We initially perceived "location-specific" studies as pertaining to time-series 
analyses. Consequently, we've removed this sentence from the introduction to avoid 
confusion.  
 
Methodological Framework 
9) One of my main concerns in this section deals with the choice of the data and 
its inherent justification. If I understand correctly, the aim of the study is to 
develop a SST forecast up to 7 days. However, L4 ESA CCI SST product is 
primarly designed for climate studies and is a gap-free product, meaning that 
some of the data are computed using interpolation. By using such data, you may 
inadvertently introduce biases into your model. For example, data are smoothed 
and you may hide upwelling in coastal areas. An alternative approach could 
have been to use dedicated L3 operational data (near real time product), such 
as those developed by the same ESA CCI project or the OSI SAF project. 
In connection with this, how do you account for the differences in spatial 
resolution between the ESA CCI and ERA5 datasets? You are attempting to link 
SST variations to atmospheric predictors but ERA5 has a spatial resolution of 
0.25° whereas ESA CCI provides SST products at a resolution of 0.05°. I might 
have missed something in the study but it appears to me that you are calculating 
a mean SST for each area. Do you have a single SST representative for each 
zone? I have the same question with the atmospheric variables. However these 
zones represent large areas and by aggregating data in this way you may 
smooth out the data. Thereby by neglecting the non-linearity of wind speed, 
which is a key driver of SST variations especially in the Mediterranean Sea 
where you have regional winds that interact strongly with SSTs. 

Thank you for your insightful observations regarding our choice of data and its potential 
impact on our study's outcomes. Your points about the L4 ESA CCI SST product being 
primarily designed for climate studies and its gap-free nature are well-taken. Indeed, 
the gap-free nature of this dataset, relying on interpolation methods, might introduce 
certain biases and inadvertently smooth out potentially localized phenomena such as 
upwelling in coastal areas. 

In our pursuit to develop a proof of concept for SST forecasting up to 7 days, ensuring 
gap-free data was essential to guarantee continuity and reliability in our analysis. We 



agree that while the ESA CCI SST product serves this purpose, it might introduce 
certain limitations, as you rightfully pointed out. 

Regarding the spatial resolution discrepancies between the ESA CCI and ERA5 
datasets, our methodology involves averaging SST data to obtain a single 
representative SST for each zone and the same approach is used for atmospheric 
predictors. We acknowledge that aggregating data in this manner might potentially 
smooth out localized variations, thereby potentially overlooking the non-linearities of 
variables such as wind speed, particularly in regions like the Mediterranean Sea with 
strong interactions between regional winds and SSTs. 

We aim to include these crucial considerations in our Discussion section, 
acknowledging the potential biases introduced by the gap-free nature of the ESA CCI 
SST product and the limitations arising from spatial resolution discrepancies between 
datasets. While our current approach facilitates gap-free data, we recognize the need 
for further exploration and considerations for potential refinements in future studies, 
particularly those focusing on more localized phenomena. 

We added at lines 316: “ We acknowledge that averaging data in this manner might 
smooth out localized variations, thereby potentially overlooking the non-linearities of 
variables such as wind speed. When data are averaged within an area, the issue tends 
to become more linear, allowing simpler methods like linear regression to yield good 
results (not shown). However, when working with higher resolution data, ML methods 
outperform classical methods demonstrating their potential and unearthing intricate 
nonlinear relationships. ” 

11) I’m also surprised that you did not account for 2m air surface temperature, 
specific humidity and mixed layer depth variables as they are known drivers of 
MHWs and even more in the Mediterranean Sea. You took T2m and q2m into 
account in the sensible/latent heat fluxes but it would be interesting to know 
about their direct impact.  

Thank you for highlighting the potential impact of variables like 2m air surface 
temperature, specific humidity, and mixed layer depth as drivers of Marine Heatwaves 
(MHWs), particularly in the Mediterranean Sea. 

In response to your query, we indeed incorporated 2m air temperature (T2m) and 
specific humidity (q2m) from the ERA5 dataset by substituting them into the 
computation of sensible and latent heat fluxes for region 11, for example (Plot 6). As 
indicated in the attached figure, our analysis revealed that incorporating these 
variables directly (T2Q2) did not yield a notable advantage over using the sensible and 
latent heat fluxes (HEATs) in predicting SST. 

Despite the recognized importance of variables like T2m and q2m, in influencing 
MHWs, our findings did not demonstrate a significant improvement in predictive 
capability when utilizing these variables directly compared to their indirect 
incorporation through heat fluxes. This suggests that the direct inclusion of T2m and 
q2m did not offer a substantial enhancement over the information already 
encapsulated within the sensible and latent heat fluxes for the selected regions. 



We greatly appreciate your insightful suggestion and the opportunity to explore the 
direct impact of these variables. The absence of a discernible advantage in using T2m 
and q2m directly, as demonstrated in our analysis, will be appropriately reflected in 
the revised manuscript. It underscores the importance of comprehensive assessments 
to discern the most influential predictors for MHW forecasting, especially in regions 
like the Mediterranean Sea. 

We address the consideration about the MLD in the following comment [12], where 
the referee also pointed out the fact that we are considering just atmospheric forcing.  

 

Plot 6:  Performance of REXP for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Central Mediterranean 
(Region 11). T2Q2 is the experiment with T2m and q2m drivers, HEATs used instead the sensible and latent heats as drivers.  

12) I’m also referring to the MLD because MHWs often have a vertical extension 
and can persist in intermediate layers without necessarily having any signature 
at the surface.  One of the advantages of the numerical approach is its ability to 
account for a wide variety of processes that are parameterized within the model. 
However, here you are only exclusively studying SST predictions within the 
scope of the atmospheric forcings. How do you account for oceanic processes? 
Given their potential significance? For example, smoothing wind speed 
variations might reduce the contribution of the vertical mixing among other 
crucial oceanic processes. You mention about this in your discussion but this 
could be extended. 

Thank you for highlighting the importance of considering oceanic processes, 
specifically the Mixed Layer Depth (MLD), in the context of forecasting Marine 
Heatwaves (MHWs). We acknowledge the significance of MLD, especially regarding 
the vertical extension and persistence of MHWs in intermediate layers without distinct 
surface signatures. 

In our study, we deliberately focused on surface variables, particularly Sea Surface 
Temperature (SST), driven by atmospheric forcings, due to their primary role in the 
onset of MHWs within short-term forecasting horizons. This emphasis allowed us to 



prioritize the immediate drivers responsible for MHW initiation and development 
(Oliver et al., 2018). 

Regarding the exclusion of MLD and other oceanic processes, which indeed play 
crucial roles in MHW evolution, we plan to thoroughly address these criticalities in the 
"Discussion" section of the manuscript. We aim to expand upon the discussion, 
acknowledging the importance of these oceanic factors and their potential influence 
on MHW forecasts.  

We added at lines 379: “Our study predominantly focuses on the influence of 
atmospheric forcings on SST predictions, motivated by their significant role in the 
onset of MHWs (Schlegel et al. 2021, Darmaraki et al. 2023). While this approach 
captures pivotal aspects, it fails to account for a variety of oceanic processes that could 
contribute significantly to SST variations and MHWs events.  The drivers of MHWs are 
currently not fully understood (Hoolbrook et al. 2019), and the relevant physical drivers 
and processes involved in MHW emergence span various timescales, ranging from 
days (e.g., anomalous heat fluxes) to weeks (e.g., blocking systems and atmospheric 
teleconnections), months (e.g., re-emergence of warm anomalies from the 
subsurface), and years (e.g., climate modes and oceanic teleconnections). By omitting 
these factors, our study might provide an incomplete understanding of the intricate 
interplay between oceanic and atmospheric dynamics, limiting the 
comprehensiveness of our SST forecasting model. Introducing additional ocean 
variables alongside atmospheric data could enrich the predictive capacity of ML 
techniques, improving predictions by integrating a more comprehensive set of 
influencing factors.” 

13)  Regarding the detection of MHWs detection, the methodology is not entirely 
clear for me. Firstly, I could not find any explanation of how you calculate the 
daily climatology and the seasonal threshold. Are these values unique for each 
regions or are they calculated for every pixels at the ESA CCI resolution? Do 
you consider an MHW to occur when at least 1 pixels within a region exceeds 
the threshold or do you consider the mean SST over the region? Furthermore, 
calculating a climatology by only taking the mean of daily SSTs over 30 years 
can introduce some biases because it may not be statistically robust and 
sensitive to extremes. Typically the climatology is computed for a specific day 
using 30 years of data either with an 11-day sliding window centered on the day 
in question or by employing the first harmonic of a Fourier series. 

Do you account for situations when a MHWs occurs less than 2 days before the 
end of another one it is considered part of the MHW? P6.L175: you mention 
computing the climatology over the period 1981-2016 which is not the 
international standard of using 30 years. It is worthy noting that the first 
complete year of ESA CCI data is 1982. More generally, you should clarify how 
you calculate the climatology and anomalies. 

Thanks for pointing that out. We've incorporated more details in the Methodology 
section. At lines 98 we stated “SST and AtmV are averaged over the Mediterranean 
regions (Figure 1) to obtain time-series of SST and AtmV from 1981 to 2021.” Our 
decision is to calculate climatology using all available years, and we've provided 
further clarity on this choice in lines 173 “Notably, the test time-series represents the 



regional mean SST, resulting in a single time-series per region. MHWs are defined in 
each regional time-series as in Hobday et al. 2016: SST higher, for 5-days or longer, 
than the 90th-percentile threshold of seasonally varying climatology calculated over 
more than 30-year period without removing long-term trend. If an event occurs less 
than 2 days before the end of another, it is considered as part of the ongoing MHW. 
An 11-day sliding window centered on each day is used for the climatology calculation. 
The climatology and the threshold are calculated over the reference testing period (i.e. 
1982-2016) and applied to the test period (i.e. 2017-2021).... ” . 

14) In studying MHWs, it is important not only to detect them but also to estimate 
key metrics such as the mean intensity, max intensity and the severity. Do you 
have insights into the possibility of predicting these metrics using your model? 

Thanks for your observation. We opted to evaluate the mean forecasted intensity 
(I_mean_ML) within the REXPs for each ML technique against the observed intensity 
mean from the ESA CCI dataset (Imeanesa). This comparison allowed us to compute 
the Intensity Error (IE), calculated as IE = I_mean_ESA - I_mean_ML. Figure 1 has 
been incorporated into the supplementary material, and the outcomes for the region 
4-11-15 are additionally presented in Figure 4 of the manuscript. To elaborate on this 
figure, we've included corresponding commentary at lines 277. “We also evaluate the 
differences in MHWs intensity mean predicted by the ML models and MedFS against 
observation (i.e. intensity error, IE, see "Evaluation metrics" section) during the studied 
period (Figure 4c). For WM, CM, and EM it is interesting to note that MedFS shows 
positive IEs, meaning that the MedFS predicted intensity is overestimated, while the 
ML models show opposite behavior, IEs are negatives. This characteristic is evident 
also for the other regions (Figure S6), except regions 1, 12, 13 where MedFS IEs are 
negative. It is also worth highlighting that, in all the regions, the RForest IEs, even if 
they are not the smallest ones, degrade slower than the LSTM IEs. ” 



 
Figure 1. Forecasted MHWs mean intensity error (IE) as a function of  the forecast lead time for each region. 
 
 
 
P4.L104 
15) This part should be moved to the results and discussions sections. 
Moreover, GEO and INC are not independent variables, which may explains why 
they are correlated with SST. Even though you are looking at daily mean, ESA 
CCI SST are representative of the foundation temperature which is not 
influenced by the diurnal cycle. Therefore, you should rephrase the sentence 
‘INC influenced directly SST during daily time’ (P4.L7). I understand what you 
meant and suggest this modification to avoid the reader to misunderstood. 
 
Thanks for your feedback. We relocated this segment to the Results section and 
revised the sentence as lines 204. 
 
16) I’m not entirely convinced that MI calculations are necessary to identify 
relations between variables. Examining the upper-ocean layer equation could 
give the same result (although it is not quantitative). Additionally, it is excepted 
to find a weak correlation between wind speed and SST due to the non-linearity 
I mentioned earlier  which you did not take into account. 
 

Thank you for your thoughtful considerations regarding the necessity of mutual 
information (MI) calculations in identifying relationships between variables and the 
potential impact of non-linearities, particularly in the context of wind speed and Sea 
Surface Temperature (SST). 



While examining equations, such as those governing the upper-ocean layer, can 
indeed provide insights into variable relationships, measures like MI calculations offer 
a valuable understanding of associations and dependencies within the data (Kraskov 
et al., 2004). MI provides a rigorous and data-driven approach to quantifying 
dependencies that might not be readily apparent through qualitative examinations 
alone. In addition, differently from the correlation coefficient, MI is a general measure 
of association able to account also for non-linear dependencies.  In our proof-of-
concept study, utilizing MI calculations enabled us to identify significant associations 
between variables, offering insights into potential drivers that might influence SST 
predictions based on the available data. 

This proof-of-concept study aimed to demonstrate an approach to develop forecasting 
systems. By leveraging MI calculations, we aimed to showcase a methodology for 
extracting insights from available data, recognizing that this is a preliminary step 
towards developing more sophisticated systems capable of capturing complex, non-
linear relationships. 

 
P5.L124-141 
17) I have several questions regarding the description of the networks you used. 
Firstly, you have not detailed the inputs/ouputs and how the variables are 
incorporated in the networks (possibly as concatenated large vectors?). 
Additionally, I found no indications in this work regarding how the data were 
normalized to make different atmospheric and oceanic variables comparable. 
Additionally, I find it somewhat surprising that you used 200 epochs for both 
LSTM and CNN without discussing the complexity of the networks. For instance, 
in atmospheric models, LSTM converge quickly compared to CNN and it is 
common practice to add an early stopping to prevent overfitting. 

Regarding the network descriptions, we apologize for the lack of detailed information 
in our initial presentation. Thanks to your feedback, we enhanced our networks and 
conducted a complete revision of all our experiments. We indeed used concatenated 
large vectors as inputs to our networks, structured as [time-steps, lags, variables]. The 
data normalization was carried out using a min-max scaler, ensuring comparability 
across various atmospheric and oceanic variables. We added the following text at lines 
115: “To ensure comparability across diverse atmospheric and oceanic variables, we 
normalize this data using a min-max scaler. These ML frameworks receive 
concatenated extensive vectors structured in the format [time-steps, lags, variables]. 
Here, 'lags' denotes the previous 7 days, while 'variables' encompass SST and the 
predictors”.  

We appreciate your concern about potential overfitting and the complexity of the 
networks. We conducted a thorough experimentation, including employing dropout 
and regularization techniques for the LSTM model. Surprisingly, these methods did 
not yield improved results over the direct use of 200 epochs. In fact, we plotted the 
training loss versus the validation loss, and both curves exhibited similar behavior (Plot 
7). They showed a rapid decrease initially, followed by a stabilization, indicating that 
additional epochs or complex regularization techniques did not significantly enhance 
the model's performance. 



Our findings suggested that the model's capacity might have been well-suited to the 
dataset, thus avoiding overfitting despite the higher number of epochs. However, we 
acknowledge the importance of discussing such aspects in the methodology section 
to provide a clearer understanding of the network's behavior and our decision-making 
process. We added this sentence at lines 138: “Notably, in our methodology, we opted 
not to incorporate dropout layers within the network architecture. Despite the absence 
of dropout regularization, our training results did not exhibit overfitting tendencies, 
suggesting a congruence between the model's capacity and the dataset 
characteristics.” 

 

Plot 7. Training (blue line) and validation (red line) loss progression over epochs during model training.  

P6.L158 
17) This is a minor comment but you mentioned computational time without 
providing hardware specifications. I may find this information useful. 
 
Thank you for your comment. We corrected the computational time in “The 
computational time required for the ML experiments is about 2 minutes to train the 
method and 30 seconds to test it”. The previously reported computational time in our 
manuscript encompassed data preprocessing, which included preparing the time-
series. To provide clarity, we've now isolated and disclosed the actual time taken by 
the models. 
Regarding the hardware specifications, our experiments were conducted on the 
CMCC supercomputer ZEUS. We've included the detailed specifications at lines 163: 
“We run all the experiments on the CMCC supercomputer ZEUS, which comprises 
348 Lenovo SD530 biprocessor nodes (totaling 12,528 cores) interconnected via an 
Infiniband EDR network and boasts a total theoretical computing power of 1,202 
TFlops” 
 
18) Equation 4: There is a typo in the F1 score, it is 2*P*R/(P+R) 
Thank you, we corrected it.  
 
Results 



19)  I'm a bit surprised by the lack of stability in the ML techniques (this might 
be related to a lack of experience with these techniques from my side). On the 
contrary, as you mentioned in P7.L210, it is normal for the dynamical model to 
be rather stable for up to 7 days (in my opinion it may depends on the 
predictability limits). Are you sure that the behavior of your ML models is not 
influenced by some sort of persistence or memory effect that could explain the 
increase in RMSE? I thought about this because you may have introduced some 
biases during the training stage, as I mentioned earlier. Additionally, you are 
also studying SST through a spatial average over large areas. Furthermore, at 
the first order, a 0.1°C difference is within the common measurement errors in 
satellite SST products. Regarding all this, I would not claim that ML techniques 
'outperformed' the numerical model, but as you mentioned in P8.L213, they 
'compare favorably'. 
 

In order to investigate the causes of the deterioration of RMSE at larger forecast leads 
we considered two alternative specification for the ML models, differing from the one 
described in the paper in the time lags for the inputs: the first alternative model includes 
only inputs at time lag -1 and -2, the other one includes only inputs at time lags -6 and 
-7. 

The results obtained using LSTM in region 4 are displayed in Plot 8. As expected, 
excluding the less recent time lags (LSTMINI) has a negligible effect on RMSE, while 
discarding the more recent time lags (LSTMEND) has a dramatic impact on RMSE. 

Furthermore, the deterioration in RMSE is less evident with LSTMEND. In other words, 
the RMSE shows a flatter pattern for LSTMEND than for LSTM and LSTMINI. More 
specifically, there is an approximate 30% increase in the RMSE of LSTMEND from 
forecast lead time 1 to forecast lead time 7, compared with an approximate 200% 
increase in the original RMSE (and in the RMSE of LSTMINI). 

It is also worth noting that the RMSE of LSTMEND at leading time 1 is comparable 
with the RMSE of LSTM at leading time 6, which is coherent with the implicit time 
distance between forecast lead time and time lags in the inputs (7 days in both cases). 
All these findings suggest that the short-term dependence structure (conveyed by the 
most recent time lags) plays a prominent role in determining the predictive ability of 
the ML methods considered in this paper. Clearly, this short-term dependence 
structure can be effective in prediction at short forecast leads, but it becomes less 
effective at large forecast leads.  

This seems coherent with the fact that, according to the sensitivity experiments, the 
input with the strongest predictive power is SST (at lagged times) and, as displayed in 
Figure S1, the mutual information between SST and itself at different time lags tends 
to decrease as the time lag increases. 

 



 
Plot 8. LSTM, LSTMINI (taking only 1st and 2nd days of lag) and LSTMEND (taking only 6th and 7th days of lag) performance 
for the SST daily predictions in terms of Root Mean Square Error (RMSE) for Western Mediterranean (Region 4). 
 
20)  In a second step, your study and the results are quite interesting. In my 
opinion, it could be improved by an in-depth analysis of the results by regions, 
attempting to understand the diversity of responses from different basins 
(explaining it through dynamic conditions or other factors). For example, the 
dynamic in regions like the Alboran Sea may explain most of the variability. I 
understand that it may not be feasible to include everything in a single study, 
but this could be explored in the context of an additional study. 
 
Following your suggestion, we decided to plot the mean RMSE error for the LSTM 
REXPs experiment for each region (Figure 2). We can notice that the areas with larger 
errors are: (i) the Alboran Sea strongly, characterized by a complex dynamics 
influenced by the incoming cold Atlantic water through the Gibraltar Strait modulating 
the water transport; (ii) the North-West part of the basin, which is an area of dense 
water formation and intense dynamics due to the Gulf of Lion gyre (Madec et al., 1991; 
Pinardi et al., 2006) and by a boundary intense current called the Liguro-Provenal-
Catalan Current (Pinardi et al., 2006); (iii) the Adriatic Sea, especially in its northern 
shelf, characterized by a complex topography, intense air-sea exchanges, large 
riverine inputs that contribute to enrich the dynamics of the area. Thus the correct SST 
representation and forecast in these areas represent a challenging modeling problem. 
We added Figure 2 as Figure 4 in the manuscript and reported this description at lines 
219.  
 

  
Figure 2. LSTM mean RMSE for REXP for each region 
 
 



21)  Figure 5 is very informative, would it be possible for you to add the daily 
climatological mean in addition to the threshold.  
 
Thanks for your observation. In addition to the daily climatology we've incorporated 
also the annual mean and standard deviation, considering the consistently high 
correlation, always exceeding 0.99 (Figure 3). The Figure 3 below is now the Figure 6 
in the manuscript. Additionally, Figures for lead times 1 and 3 have been included in 
the supplementary material. To further elaborate on these updates, we've included 
corresponding commentary at lines 246. “The figure shows a very close match 
between the forecasts and the observations, being the SST variability clearly well 
represented and forecasted by all the models (i.e. ML techniques and MedFS model).  
This is confirmed by the fact that the difference in annual means and standard 
deviations are minimal, generally within decimal values.” 



 
Figure 3:  Time series of observed SST (ESA CCI SST) and predicted SST by the ML techniques (LSTM, CNN, RForest) and by 
MedFS at 5 days forecast lead time during 2020 for: (top panel) Western Mediterranean, (middle panel) Central Mediterranean 
and (bottom panel) Eastern Mediterranean. The 90th percentile threshold to define MHWs is represented in gray and the daily 
climatology in green. Crosses correspond to missed alarms (False Negative) and points to false alarms (False Positive) in the 
forecasts output in predicting MHWs. Colors refer to the different ML techniques 
 
 
22)  Figure 6: I found it a bit difficult to read the figure with two distinct labels 
for SST and the other variables. In addition, the lines are very thin, and I can't 
distinguish easily between the variables. 
 
Thank you, we simplified  the Figure.  The Figure 4 below is now the Figure 7 in the 
manuscript.  It is worth noting that the values are different from the first version of the 



paper. As said in comment 17, we enhanced our networks and conducted a revision 
of all our experiments. We explained it at lines 287: 
“The labels of Figure 7 indicate, for each experiment, the driver that has been shuffled 
in REXPs. For an easier interpretation of the results we are showing only the SST, the 
INC and the LAT drivers, as they are the most relevant. ”. We comment on this Figure 
at lines 290: “Nevertheless, it is worth noting that the extent to which the RMSE 
increases after shuffling SST shows a tendency to decrease as the forecast lead time 
increases. This result suggests that the SST itself has the strongest predictive power 
in forecasting SST, slightly losing predictive skill increasing the lead times. The 
incoming solar radiation, to a lower extent, shows the opposite behaviour: after 
shuffling, the RMSE tends to increase more than the other drivers with the forecast 
lead times. The RMSE at L7 reached values of about 1°C, 1.7°C, 1°C for WM, CM and 
EM, respectively. Surprisingly, in contrast with the mutual information analysis, we can 
notice that for WM and EM the latent heat plays a role. In particular, for WM the RMSE 
at L7 reached values of about 0.5 for all the ML techniques, double of the RMSE of 
REXPs. Overall, the aforementioned analysis suggests that the incoming solar 
radiation, as shown also by the mutual information analysis, has some predictive 
power in driving SST variability. It is important to highlight that incoming solar radiation 
shows a tendency to gain predictive power as forecast leads increase, whereas SST, 
to a much lesser extent, tends to lose it. This suggests that atmospheric variables 
could be useful in forecasting SST at longer time scales. Nevertheless, it is worth 
mentioning that the ML methods look for statistical relations (e.g. linear or non-linear 
relations) between variables that do not necessarily have a physical meaning (e.g. a 
cause-effect relation).” 



 
Figure 4. SST Root Mean Square Error (RMSE) of the sensitivity experiments SEXPs for each forecast lead time for: (left column) 
Western Mediterranean, (middle column) Central Mediterranean, (right column) Eastern Mediterranean. The labels indicate, for 
each experiment, the driver that has been shuffled. Right y axis (orange ticks) refers to SST driver experiment (orange solid line 
with square  marker), left y axis indicates the other drivers error. 
 
 
Discussion/Conclusion 
In general, the discussion is good, with some very interesting points and 
references. I appreciate that you are not attempting to oversell your results. ML 
techniques, despite some limitations, have demonstrated predictive skill, and 
your discussion about the challenges in understanding MHW, along with a 
thoughtful exploration of time-scales, raised some intriguing questions. 
 

Central Mediterranean Eastern Mediterranean Western Mediterranean 



23) L293-295: In regard of your results the ML techniques seems to have better 
result however regarding the stability, I’m not convinced that it is not linked to 
some memory effect. I’m also not sure of the impact of predicting SSTs at 1 
and 3 days, except for very specific industry with high tolerance to the risks. 
 
Please refer to comment 19 above.  
 
24) L310: I agree with the contribution of incoming solar radiation, which is 
generally linked to lower than average anomalies in cloud cover. However, this 
contribution is limited in summer in the Mediterranean Sea due to the usual low 
cloud cover over the area. Thus, MHWs are primarily driven by other variables, 
such as heat fluxes (namely the atmospheric variables T2M, Q2M and WS) which 
exhibit significant regional dependencies (Guinaldo et al., 2023, as mentioned 
earlier). Additionally, you could have also discussed the possibility of 
incorporating ocean heat content to improve the forecast (Holbrook et al., 2020). 
 
Thank you for your input. Figure 4 above indicates the significance of latent heat, 
particularly in Region4. Hence, we've included a sentence in the results section 
acknowledging the influence of latent heat: “..we observe the impact of LAT on WM 
and EM..”. However, our perspective aligns with the idea that machine learning 
methods seek statistical correlations among variables, often without reflecting a direct 
cause-and-effect relationship. Regarding the ocean heat content, as addressed in 
comment 12, we deliberately emphasized atmospheric forcings as predictors due to 
their pivotal role in short-term forecasting of MHWs. 
It is worth mentioning that Guinaldo et al. 2023 emphasized the need of short term 
observation and forecast for the detection of harmful algal blooms that might have 
endangered several coastal zone, shifts in community organisation (from temperate 
to tropical species) and prevention in mass mortalities of endemic species. Thus, we 
added Guinaldo et al 2023 as a reference at lines 379.  
 
 
25) Another important point to consider is related to the data you used. As 
mentioned earlier, you employed SST data dedicated to climate studies instead 
of near-real-time data. Your discussion would benefit from addressing the 
limitations associated with using such data. In the context of the study 
framework, it would also be worthy to discuss the comparison between this type 
of forecasting model and other approaches, such as multiple linear regression 
or model ensembles. To enhance this discussion, I recommend reading the 
following study: 
 
Benthuysen, J. A., Smith, G. A., Spillman, C. M., & Steinberg, C. R. (2021). 
Subseasonal prediction of the 2020 Great Barrier Reef and Coral Sea marine 
heatwave. Environmental Research Letters, 16(12), 124050. 
 
Please refer to the answer 1 and 2 in the general comments.  
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