Reviewer 1

The authors estimate two parameters in a sea-ice model by means of state-space augmentation with an EnKF. The application is clear
and useful. However, I have several concerns about the experiment setup. I recommend publishing the manuscript, after the authors have
considered my comments below.

General comments:

I am concerned about how the authors chose to use their computational resources. I am not asking that the authors execute all the
simulations I suggest below, but perhaps they can explain their choices a bit better.

1. Have the authors done a sensitivity ensemble free run in which each member has different parameter values drawn from the
assumed distribution, but share the same initial and boundary conditions? From this, one can determine for which values of the
parameter the model variables are most sensitive, as well as establish which obs are important for the estimation of the respective
parameters, thereby reducing the number of experiments with all the different combinations of obs. See also specific comment 4.

Answer: Thanks for raising the point which is important and that we might not have clarified enough. The choice of the parameters
to be estimated is based on previous studies. Massonnet et al. (2014) showed that a coupled ocean-sea ice model is sensitive to the
drag coefficient, that is estimated using the ensemble Kalman filter. Using neXtSIM, an MEB rheology-based model such as the
one used in our current study, Rabatel et al. (2018) showed the importance of the wind stress, and thus the air-drag coefficient, in
determining the spread of the sea-ice trajectories; Cheng et al. (2020) furthermore demonstrated that the shape and orientation of
the area covered by the sea-ice trajectories depended on the drag coefficient. Besides the drag coefficient, the damage parameter
is the only other minimal parameters in a solid-like rheology-based model, and they are the sole two tunable parameters present
in the MEB model used in this study.

In the new version of the manuscript we have further clarified the rationale for choosing those parameters, but, prompted by
the Reviewer’s remark, have also added a numerical sensitivity analysis which shows that the observations are sensitive to both
parameters. Nevertheless, perturbing o leads to limited change in the ensemble spread in the free run that, in line with our
interpretation of our DA results, might be the result of large uncertainty from the wind that dominates the ensemble spread.

In Sect. 3.1 of the revised manuscript, we added the following text:

The choice of the parameters to be estimated is largely based on previous studies. Massonnet et al. (2014) showed that a coupled
ocean-sea ice model is sensitive to the drag coefficient, that is estimated with the ensemble Kalman filter. Using neXtSIM, a
rheology-based model similar to the MEB model used here, Rabatel et al. (2018) showed the importance of the wind stress, and
thus the air-drag coefficient, in determining the spread of the sea-ice trajectories. Furthermore, Cheng et al. (2020) demonstrated
that the shape and orientation of the area covered by the sea-ice trajectories depend on the sea-ice air drag coefficient. Besides
the drag coefficient, the damage parameter is the only other minimal parameters in a solid-like MEB rheology-based model. Drag
coefficient and damage parameters are the sole two tunable parameters present in the MEB model used in this study. This is
because, in a dynamics-only MEB model, the air drag coefficient and the damage parameter are the only two parameters that do
not affect the maximum speed of the fastest propagating elastic waves which influence the model stability with given time steps.

We have performed a numerical sensitivity analysis which shows that the observations are sensitive to both parameters. Results
are shown in Fig. 1 where the same initial and boundary conditions are used while each ensemble member has different C, or
a. The parameter values are sampled from N (2.5 x 1073,5 x 10™*), and ¥ (6,1.5) for C, and « respectively. The model
parameters are time-independent, and the ensemble means are 2.5 x 107> and 6.5 respectively. Figure 1 shows that both C, and
a have a strong impact on SIC and SIT while a lesser effect is observed on the SIV.

2. The authors aim to improve long term forecasts by estimating the model parameters. Yet, no long term forecast was computed.
On which timescales does the benefit of the parameter estimation persist? And how is the spread/skill ratio for those forecasts?

Answer: Thank you for raising this point. Following the Reviewer’s remark, we added the short Sect. 5.5 with the following
content:

It is worth studying the impact of the parameter estimation on the long-term performance of the model. To this end, we performed
90—days long free run whereby the model parameters are “frozen” to the values obtained at the end of the DA period. The
experiment is carried out for the case when both C, and o are estimated during the DA period using the configuration “seq” of
Sect. 5.4. Results are displayed in Fig. 2. Figure 2 shows that the RMSE of all observed model variables is smaller using the
corrected model parameters compared to the free run that use the initial guess. The improvement is persistent (in time) in SIV,
while it increases for SIC and SIT due to the long time scale of these model variables. These results demonstrate the importance
of correctly specified model parameters in long-term sea ice forecast.

3. How does the parameter estimation do compared to perfect model experiments? Because of the different techniques for inflation,
one cannot compare. It therefore feels like two separate papers: one for state estimation only, and one for parameter estimation,
without a clear connection. Have the authors considered running a perfect model experiment with the same inflation technique as
for the parameter estimation experiments? I also wonder about the effect the different inflation techniques have.
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Figure 1: Sensitivity of SIV, SIC and SIT to perturbed C, or o parameter. The shaded area is the standard deviation, a representation of
uncertainty of the ensemble, an indication of the strength of the sensitivity.

Answer: We thank the Reviewer for their remark. In the updated manuscript, we rerun the experiments using the same adaptive
inflation technique across all of the experiments, those with state estimation only (perfect model scenario) and those with simulta-
neous state and parameter estimation. The new results are qualitatively the same as before albeit minor differences caused by the
inflation techniques exist. Our previous overall interpretation of the parameter estimation is thus confirmed by the new results. We
have modified the description of the experiments and of the results based on the new inflation strategy. In particular the adaptive
inflation appears to bring improved model state analysis in the case of joint parameter estimation. The adaptive inflation also leads
to a better uncertainty estimation of the model parameters as we no longer need to overly inflate the ensemble spread of parameters
as needed in the previous experiments.

4. 1 fail to understand the added value of repeating all experiments with all the different combinations of obs for all four cases. For
example, it is clear a priori that SIV is important for C,. Why run 3 experiments without SIV? To confirm the importance of SIV
one should be enough (or none even). I think the computational resources could be better spent on verifying the significance of
the results, since the results look somewhat noisy. For example, how does the parameter estimation do with a different realisation
of the truth? Ideally one would estimate as best as possible a distribution for the parameter. In this case a Gaussian distribution
N (Ue,5 x 1074) for C, and .4 (g *,0.5) for a. Then draw randomly from that distribution to get the true parameter and draw
from the same distribution to get the initial ensemble. Repeat this many times for statistical significance. I understand that this
may be too expensive, so, as an alternative, one could pick at least a few values for the truth. For example, +0, +206, —c and
—20. Or other values based on sensitivity studies (see the first general comment). Basically, how wrong does the model have to
be to get improvement from the parameter estimation.

Answer: Thank you for suggestions. There are two major reasons for comparing different type of observations: 1) due to the
limitation and accessibility of sea ice datasets, many operational centres only use SIC, although they are actively pursuing the
assimilation of SIT in their operational systems. For example, Zuo et al. (2019) only uses SIC observations in the ECMWF
operational systems; Similarly, it is only recent that the UK Met Office experiments with the assimilation of SIT data (Fiedler
et al., 2022; Mignac et al., 2022). The SIV is comparatively unexploited. See Table 6.2 in Alvarez Fanjul et al. (2022) for a recent
overview. 2) different observations are also a way to show the sensitivity of parameters to observation errors. Tests with different
observations also expose potential problems in parameter estimations. For example, in the case of estimating o when only SIV is
observed, our results demonstrate the impact of errors from wind forcing interfering with the parameter estimation. Remarkably,
our experiments for inferring C,, indicate that even without observing SIV we can achieve good estimations.

Thank you for the suggestions on using different realisations of truth and we fully agree that the manuscript would gain statistical
significance. To achieve this goal, extensive investigations with different model state and forcing as well as parameter values
should be carried out. Nevertheless, even though the model is a simplification of a full pan-Arctic sea ice model, we lack the
computational resources for a satisfactory statistically sound analysis.

With the aforementioned computational constraints in mind, we have however followed the Reviewer’s suggestion and have
performed a few additional experiments using different truths.
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Figure 2: RMSE and ensemble spread of the free run using prior parameters and parameters corrected by the DA when both C, and o
are erroneous.

We added the following paragraphs in Sect. 5.4 of the manuscript: To further consolidate our findings on the performance of the
IEnKF on the simultaneous parameter estimations of C, and «, extensive, and computationally demanding, investigations with
different model states, forcing and parameters would be ideal. In fact, even though the model is a simplification of a full pan-Arctic
sea ice model, the computational power quickly scales up to beyond our resources.

With the aforementioned computational constraints in mind, we performed three additional experiments using different truths.
In addition to the existing experiment (EXPO*CL) where we assimilate all observations to estimate o and C,, we implemented
three additional experiments where the truth uses 1) & =4 and C, = 3.5 x 1073 (EXP(XLC[?); 2)a=7and C,=15x1073
(EXPal'CL); 3) o0 =7 and C, = 3.5 x 1073 (EXPa'CH). Here, the superscript L and H denotes that the truth is lower and higher
than the initial guess respectively. We investigate relevant scenarios (e.g. under or overestimate of the real values) in which the
model’s qualitative behaviour is of the same sort. The latter concerns specifically to the model structural stability, that is to say to
the fact that model is not subject to bifurcation of its general behaviour.

When the truth of model parameters is higher than the initial guess, the air drag coefficient is 26 above the initial guess while
Q is one G above the initial guess. Keeping the value up to one & higher than the initial guess of ® is due to the changes in the
dynamical regime of the model that occur beyond one ©. As discussed in Dansereau (2016), when o increases, the sea ice loses
memory of the previous damage events leading to increasing elasto-plastic behaviour. This implies that a different set of initial
guess might be needed for these dynamical regimes as we do not expect IEnKF can provide reliable estimation when a change of
dynamical regime occurs. Meanwhile, based on physical arguments, such high o parameter is less likely to occur in reality where
the true value is likely to be between 4 and 7. As shown in Fig. 3, EXPo" CL gives improvements in the air drag coefficient, and,
though overestimated, the & parameter is increased as prescribed by the truth. In EXPa“CH, improved C, estimation is obtain at
the start of the estimation but the estimation deteriorates after 20 days. In EXPa CH, though the C, parameter gets improved, the
estimation of  is approximately 17 which is one order of magnitude larger than the truth. The deteriorated results occur when
the true C, is higher than the initial guess which corresponds to a strong wind forcing in the truth. One possible explanation is
that the correlations between o, and the observed fields are not truthfully reflected due to the strong wind forcing. Nevertheless, if
we first estimate the air drag coefficient, followed by a free forecast phase and estimate . afterwards, the parameter estimation is
improved. These show that even if the same prior distribution is used, different dynamical regime of the modelled truth can lead
to different results in the experiments.

In response to the concern about the noisy time series of estimated parameters, even though only four experiments were conducted,
to obtain a general view of the performance of IEnKF on the parameter estimation in the MEB sea ice model, we present their
mean RMSE and standard deviation as shown in Fig. 4. In general, it shows that IEnKF can improve the C, estimation but lead
to deteriorated « estimation. The “sequential” approach marginally improves the o estimation but reduces the benefits of IEnKF
when estimating C,. Due to the limited sample size, we do not present these results in the manuscript.

We added above discussion at the end of Sect. 5.4. In the conclusion, we also added the following sentence: In this study, we
choose one specific setup of the model parameters as the truth based on experiments in Dansereau (2016). With our chosen model
setup, .... As part of the future work, we also added: For example, the MEB model contains multiple dynamical regimes as the
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Figure 3: Simultaneous parameter estimation of C, and o with different set of truth of these parameters. The horizontal red lines
represent the truth when they are either lower or higher than the initial guess. The inset in a) is the estimated o in the experiment
EXPafCH.
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Figure 4: RMSE and standard deviation/uncertainty of the RMSE (shaded) over the four experiments for the simultaneous parameter
estimations of C, and «.
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Figure 5: Variable localisation is used for multivariate state estimation.

sea ice can be viewed as different materials based on the state of sea ice. It is of theoretical interest to investigate the parameter
estimations under different dynamical regimes of the MEB model.

Based on the inset of Figure 3a, the discussion on violation of SIC bounds when SIT is observed, and the paragraph starting on page
17, line 391: Instead of running the SIC+SIT30+SIV experiments, have the authors considered to not allow SIT measurements
to affect SIC (and maybe damage)? Basically setting the covariances between SIT and SIC (and damage) to zero only for SIT
measurements.

Answer: Thanks for the suggestion. The new results are presented in Fig. 5. We added the experiment in the manuscript and added
the following discussion:

Another approach to avoiding the negative impact of SIT consists in artificially setting to zero the covariance matrix entries be-
tween SIT and SIC/damage. This is achieved in practice by assimilating only SIC and SIV for the SIT and damage variables while all
observations are assimilated for the rest of the state vector. The experiment “var loc” shows improved results in Fig. 5.

Specific comments:

1.

page 4, line 99: Why the additional constraint?
Answer: We add the following explanation in the revised manuscript:

The latter additional constraint has been included on the basis of theoretical arguments and numerical experiments. It avoids
overfitting at a single analysis step for parameters without time-dependency. Without the additional stopping criterion, the pa-
rameter estimation leads to excessive corrections that do not appear in the case of state estimation only. The use of early stopping
criteria in the context of ensemble-variational methods with domain localisation was also originally suggested by Bocquet (2016)
to deal with the potential convergence problems.

page 7, line 187: What does DA-only mean in this context?

Answer: We apologies for the typo. The sentence now reads:

The operational sea ice DA corrects only the model state without dealing with model errors explicitly.

Section 5.1: I suggest moving this section to section 4.3.2, as it is meant as tuning for the experimental setup. Naturally, it is up to
the authors.

Answer: Thank you for the suggestion. We now moved the original Section 5.1 as part of Section 4.3.2.

Table 5. How much does the mean change? Based on the low increase in spread for o, I am surprised the estimation works so

well. T am guessing that the mean of certain variables changes significantly when changing the parameters? See also general
comment 1.

Answer: Thanks for raising the question. A sensitivity study was carried out in response to the first major comment. As suggested
by Fig. 1, the observations are sensitive to ¢ but not as much as they are to the air drag coefficients. This is the reason for the
failure of assimilation of SIT when estimating  in Sect. 5.3 where the error from the external wind forcing dominates and the DA
algorithm is not able to identify and correct the source of errors.

For Figures 4, 7, 12 and 14, I suggest using a colour bar that goes as far in red as blue. I understand that the red would be barely
visible, but I think that is a good thing, because it would reflect that the deterioration of the fields is significantly less than the
improvements.

Answer: Thank you for raising this point. As requested, we adjust the colour bar of the figures.
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Figure 6: Distributions of the correlations between different pairs of model variables when all observations are assimilated. The values
are taken from all spatial points and analyses steps.The legend indicate the standard deviation of the distributions. Larger spread/standard
deviation of the histogram data represents an overall higher correlations between variables.

6. page 17, line 387: I think the statement needs to be reversed: improvement in SIC and SIT (SIT) when SIV (SIC) is assimilated.
Also, I am confused about the statement about the comparison between Figure 3 and 4. The two figures seem to be consistent for
the chosen localisation radius except when assimilating SIT only. In figure 4 it seems to have a neutral effect on SIC, in contrast
to the inset of Figure 3a.

Answer: Thanks for raising this point. We think the confusion is due to lack of clarity in the sentences. We rephrase the sentence
as the following:

Figure 5 also shows almost no changes/slight improvements in SIV analysis when SIC alone is assimilated and conversely for the
SIC analysis when SIT is assimilated. This appears in contrast to Fig. 4, which indicate that SIT observations have a negative
impact on the SIC analysis, and that SIC observations can deteriorate SIV analysis at certain localisation radii (cf. Fig. 4a and
4b insets)

7. Table 7: 1 personally lack intuition about what the actual values mean in Table 7. Perhaps small histograms of correlation values
or small scatter plots would be useful here.

Answer: We understand the Reviewer’s concern and have substituted the original Table 7 with a figure that we hope will better
serve our purposes. Our motivation is to show, and to a certain degree quantify, why the DA is in general (i.e. average over the
full spatial domain and across all analyses) having across-variables effects. To this end we display the distributions of the cross
correlations estimated by the IEnKF, those that are then used to do the analysis update. We have modified the text in the manuscript
to accommodate and describe the new figure as per the following:

We show the strength of the cross-correlations between different model variables in Fig. 6. The values are taken from the experi-
ment where all observations are assimilated, from all spatial points and all analyses. As expected, the distributions are all peaked
around zero: this is because beyond a certain distance, the correlations are all very small (a fact that is at the basis of the use
of localisation), with the larger values concentrated in the proximity of the analysis point and populating mainly the tales of the
distributions in Fig. 6. The width of the distributions indicates that in many instances the correlations are (in absolute value) as
high as 0.5. To provide a quantitative comparison among the distributions’ width, we also shows the standard deviations.

8. Figure 8: The colours of the free run and the forecast are too similar.
Answer: Thank you for noting this. The colour of the forecast is changed to black and we hope it is visually better.
9. page 27, line 574: Isn’t the reason the estimation works well when alpha is estimated only after 10 days, simply because C, is

already significantly more accurate and therefore the parameter estimation problem converges to another (better) local minimum?
In other words, the problem resembles the case 3 scenario.

Answer: Yes. This is exactly the case. The treatment is partly motivated by the fact that we know the dominant uncertainty
in the observed model variables comes from wind forcing. When this uncertainty is controlled, IEnKF can correctly control the
uncertainty in o.
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