
Response to Reviewer #1 
 
We appreciate the comments and references given by both reviewers. 
We repeat the reviewers’ concerns and provide our respective responses in italics. The changes 
are in the revised manuscript.  
 
The manuscript describes a thorough comparison of different methods to quantify spectral 
characteristics of geophysical one-dimensional data such as profiles or time series. The 
motivation comes from analyses of gravity waves in observations. An important focus is on the 
effect of potential gaps in the data, with gaps present for a significant fraction of the data. Three 
methods are compared: Fast Fourier Transform, Generalised Lomb-Scargle periodogram, and 
Haar Structure Function. The study constitutes a useful and interesting contribution to the 
literature: the topic is rather technical and only interests a specific readership, but this is very 
well carried out, well explained and generally well presented. A very positive aspect is that an 
open code is made available to use these three analysis methods. Some changes would 
constitute improvements, and in particular, the conclusion section deserves to be rewritten in 
less technical terms. Minor revision is recommended, and this shall constitute a valuable study, 
although for a somewhat specific audience.  Main concern: 
The authors have made appreciated efforts for clarity throughout the text and for pedagogy in 
presenting the different methods. This is particularly useful as these methods are not 
necessarily familiar to all, making this study a valuable opening towards uncommon methods 
that may be of relevance for certain purposes (data with significant gaps in particular).  
 
However, the conclusion appears less polished than the rest of the text: a list of key messages 
has been identified, and this is positive and useful, but this list remains too technical and too 
long. It makes the conclusion less readable and less efficient than it could be. There should be 
more of an effort to come back to recommendations for concrete analyses of observations, with 
less acronyms and simpler messages and recommendations for the different situations and the 
advantages/disadvantages of the different methods. There is a contrast between the conclusion, 
which reads more like a summary of a technical report, and the synthetic sketch of Figure 8, 
which carries simple and clear messages.  
 
As requested, we rewrote the conclusion section and addressed the mentioned points. We hope 
that the text flows more smoothly. 
 
Minor points: 
l30 'universal GW spectrum': odd formulation given that different power laws have been 
documented in different contexts as recalled in table A1 
 
 
We have removed the word “universal” in I30. 
 
Additionally, although the table does not aim to be exhaustive, it could include observations 



from long-duration balloons, as these provide original insights into Lagrangian spectra of gravity 
waves, which is uncommon (Hertzog Vial 2001, Podglajen et al. 2016) 
Thanks for the references, we have cited the two papers (Hertzog Vial 2001, Podglajen et al. 
2016) in Table A1.  
 
l50-51: the FFT is likely known by almost anyone doing data analysis; however, how common 
are the other two methods? How commonly are they used in geosciences? Could the authors 
give some hints or suggestions on that?  
 
The following text is rewritten in l50-51: 
“The FFT is the standard method to analyse spectra of evenly sampled data. The Lomb-Scargle 
periodogram (LS) was used in many studies as the main analysis method (or as a reference) of 
GW spectra (e.g., Hall and Aso, 1999; Zhang et al., 2006; Guharay and Sekar, 2011; Qing et 
al., 2014). As far as the authors are aware, the HSF has never been used in atmospheric GW 
studies. Both the GLS and HSF are specifically known to handle unevenly sampled data.”  
 
 
l129: it is very good that there is an open code available for part of these tools  
 
 
Thank you. 
 
l131: the study may be motivated by the analysis of gravity waves, but the conclusions and the 
methods described are more general. Signals are analyzed for their periodic components or for 
their spectral slopes, but no use is made of specific aspects of gravity waves such as 
polarization relations. Other scientists dealing with observations including gaps, and analyzing 
nearly periodic signals and/or spectra, could be very interested in this. The authors are thus 
encouraged to put less stress on the gravity wave aspect and to broaden the scope of the study 
(by a few appropriate sentences, in the introduction, for instance).  
 
 
The following text is added to introduction l49: 
“Even though this study is motivated by the analysis of atmospheric GWs, the conclusions and 
the methods can be generalised to different fields with similar time series characteristics such 
as astronomy and seismology.” 
 
l162: it could be recalled that in many observational cases, the f is not a frequency but a vertical 
wavenumber. 
 
 
The following text is added to the simulation section 3.2: 
“(in the case of spatial data, PSD ∝ 1/(k, l, m)^β where k, l, m are horizontal and vertical 
wavenumbers).” 
 



In addition, our methods are general enough to also be used on vertical lidar profiles. 
For example, in the case of a vertical lidar profile with a resolution of 0.5 km, this would 
correspond to a 36 km measurement range. This means in our simulation, vertical wavelength 
would be in range of 1 km to 36 km. 
 
l204: a reference to the MLE could be included  
 
 
(Duvall and Harvey, 1986) citation moved to l204. 
 
l205: why is the observation O noted as a vector?  
 
 
Thank you, we removed it. 
 
Figure 5: in the right panel, the figure includes the mean and standard deviation. This should be 
added in the left panel. The comparison for HSF is particularly important.  
 
 
Figure 5 has been updated. 
 
l325-331: prewhitening and postdarkening should be explained a bit more. How does this relate 
to derivation and integration? Can the factor on line 330 be explained or interpreted in a few 
words? 
 
 
Spectral leakage is a well-known problem, there are different methods to deal with it. We re-
explained the prewhitening and postdarkening part in the discussion and gave a more inclusive 
overview without going into much details in order not to confuse the reader, since it is a vast 
topic. 
 
Figure 8: rather than "simple sinusoid", which describes the synthetic data used for the study, 
the authors should find a phrasing that could better describe potential observations 
("conspicuous periodic signal"? "signal with one dominant frequency"? ). How (un-)important is 
the sinusoidal character of the oscillations?  
 
 
The assumption of sinusoids is essential, especially for gravity waves in the absence of 
nonlinear effects. In addition, the FFT decomposes the signal into sines and cosines while the 
GLS fits a weighted (full) sine function to the signal (Eq.2). We changed it to a “signal with 
single/one frequency” in Figure 8 and throughout the manuscript. 
 
l350: the authors should take into account that readers may skip to the conclusion for the main 
messages: some redundancy between the conclusion and the preceding text is not a problem 



and rather desirable if it makes the conclusion more self-consistent. For instance, it is worth 
recalling what "the methods" are.  
 
 
We redefined the methods in the conclusion section.  
 
l354: the editor may judge otherwise, but redefining acronyms could be welcome.  
 
 
We agree, we redefined all acronyms in the conclusion section.  
 
l365: recall that beta is the spectral slope 
 
 
We added that beta is the spectral slope. 
 
l367: 'competent', for a method? Efficient?  
 
 
Thank you, we changed it accordingly. 
 
l380: re-explain prewhitening and postdarkening, very briefly; part of the readers will be 
unfamiliar with these.  
 
 
We re-explained prewhitening and postdarkening briefly in the conclusion section. 
 
Hertzog, A., & Vial, F. (2001). A study of the dynamics of the equatorial lower stratosphere by 
use of ultra‐long‐ duration balloons: 2. Gravity waves. Journal of Geophysical Research: 

Atmospheres, 106(D19), 22745-22761. 
 
 
Added citation 
 
Podglajen, A., Hertzog, A., Plougonven, R., & Legras, B. (2016). Lagrangian temperature and 
vertical velocity fluctuations due to gravity waves in the lower stratosphere. Geophysical 
Research Letters, 43(7), 3543-3553. 
 
 
Added citation 
 
Response to Reviewer #2 
 
We appreciate the comments and references given by both reviewers. 



We repeat the reviewers’ concerns and provide our respective responses in italics. The changes 
are in the revised manuscript.  
 
Limitations of spectra:  
There has been a resurgence of interest in techniques for determining scaling exponents, and 
scaling properties of geosystems. Over the last decades, many techniques have been 
developed, particularly to characterize/quantify the intermittency/ multifractal aspects of the 
system (e.g. trace moments, double trace moments, generalized structure functions etc.). 
Although the atmosphere is highly turbulent/intermittent/multifractal, the effect of the corrections 
is often viewed – as it was 50 years ago - as no more than an often fairly small “intermittency 
correction” to the spectral exponent (the K(2) in this paper). This is a shame since even if this 
correction to quasi-Gaussian spectral exponents is small (for the velocity field it is typically of 
the order of 0.15 in the horizontal, but closer to 0.25 in the vertical), the effect of intermittency 
may nevertheless be huge if measured for example at moments higher than 2 (the moment 
relevant for the spectrum). For example, the physically important energy fluxes depend on the 
3rd moment of the velocity and their variances depend on the 6th moment, and the latter are 
apparently divergent (see the review [1])! Overall, the focus on spectra – that at best 
characterize the second moment – is thus rather limiting, especially if one is attempting to test 
theories that predict H (typically on dimensional grounds), but that ignore the intermittency. In 
these cases, at best the spectra must be supplemented with other techniques to determine K(2) 
so that H can be determined using the relation b =1+2H - K(2). Techniques such as Haar 
fluctuations that directly estimate H are therefore advantageous. 
 
 
We added the following text to l123: 
“Despite that the term K(2) is fairly small, it is nontrivial in the non-Gaussian case and higher 
moments q, and the HSF allows for its calculation (Lovejoy and Schertzer, 2012), but this is 
beyond the scope of this paper.” 
 
Based on 1000 simulation runs (see attached Figure), the estimated slopes (β=2) were 
averaged to estimate the ensemble statistics after accounting for K(2) at gap percentage 0%. 
We see that the estimated β distribution of the corrected Haar Structure Function is shifted away 
from the true slope by 0.08. Since we know the slope of the simulated spectra and know that we 
did not introduce any intermittency to the time series the corrections should be small, and do not 
affect the final conclusions. The mean estimated β from both FFT and GLS is 1.98 (see Figure 5 
in the manuscript) the uncorrected HST is in slightly better agreement with expectations. 



Additionally, the Haar Structure 
Function is already the least 
biased method for gapped data 
(without correction) and the 
approximation K(2)≈ 0 should 
be valid. 
 
 
 
 
 
 
 
 
Difficulty in estimating 

spectra when data are missing: 
An additional problem with spectra is that they are notoriously difficult to estimate when there 
are missing data. For example, using interpolation to fill gaps (one of the methods used here) 
can cause huge biases. This is because the spectral exponent is related to H which is the 
maximum order of differentiability of the series (it is related to the fractal dimension of the 
signal).  
Therefore - as is typically the case in geophysics where H<1 then using linear interpolation (i.e. 
using nonfractal curves with H = 1) will badly bias the statistics (depending on the amount of 
missing data). This should be stated somewhere in this paper.  
 
 
We used the linearly interpolated time series only for the FFT because this was commonly used, 
while the GLS and HSF were directly applied on gapped data without interpolation. We 
mentioned that FFT is biased due to linear interpolation in line 255 with references to the effect, 
and later in the text as well.  
To further stress this point we have added the following text to l255: 
”This overestimation of β can also be explained by the fact that these interpolated (high 
frequency) components contribute locally by β = 3 to the overall slope of the spectrum which 
result in positive bias when the true β is less than 3 (Lovejoy, 2014).” 
 
 
Alternatively, as discussed to some extent by the authors if instead of interpolation, Lomb-
Scargle is used, one finds that it has big problems with spectral leakage [2] and these are often 
not improved with Multi-Taper Methods (as advocated by some [3]). This could be mentioned.  
 
 
We added the following text to l66: 
“These three studies showed that the LS method suffers from significant leakage in the case of 
power-law spectra which persists even when Multi-Taper Methods (MTM) are used, however, a 



combination of both the LS and MTM seems to improve on its disadvantages (Springford et al., 
2020).” 
 
Gravity waves 
Since the atmosphere is highly nonlinear/turbulent, with Reynolds number of the order of 1012, 
it is not clear why linear gravity wave theory should apply. [4] have argued that in reality, what is 
observed is a consequence of (high Reynold’s number) scaling, intermittent fractional wave 
equation consistent with stratified Kolomogorov type turbulence. This would explain the 
existence of wave-like structures in the high Reynold’s number limit as well as the observed 
exponents and their intermittencies. This alternative possibility should be mentioned.  
 
In the revised manuscript in l137, we have acknowledged the alternative possibility regarding 
high Reynolds number stratified turbulence in addition to other theories as follows: 
 
“While our simulation adopts a simplified linear saturation theory approach through the 
superposition of sine waves (Dewan and Good, 1986; Smith et al., 1987), we acknowledge that 
other explanations for the spectral character of GWs exist, including "nonlinear-damping" 
(Weinstock, 1982, 1990; Gardner, 1994), "Doppler spreading" (Hines, 1991), “saturated-
cascade similitude” (Dewan, 1994) and high-Reynolds-number "stratified turbulence" (Pinel and 
Lovejoy, 2014), see Table.A1 for more details.” 
 
We recognize that this perspective could offer a more comprehensive understanding of the 
observed spectral character of gravity waves. 
 
Specific comments:  
The paper is essentially a series of numerical tests of analysis techniques applied to synthetic 
series with a gap model, I have problems with both. First the simulation method is problematic 
since it is not clear what the statistics of the resulting series are. Since it is a linear model, it 
should be nonintermittent (monofractal), and therefore presumably quasi-Gaussian, but this 
needs clarification. It is not trivial to even theoretically deduce the spectrum from the 
mathematical definition. Even if one wants to avoid more realistic multifractal models and stick 
to Gaussian ones, why not use fractional Brownian motion of fractional Gaussian noise that are 
standard, well-defined processes? At least we would know exactly what we are dealing with in 
the absence of data gaps and analysis issues! 
 
The waves that we observe on a given night of observations are not always well described by a 
standard distribution. Some nights have clearly dominant quasi-monochromatic waves (a 
reason to have the signal with one frequency simulation in Section 3.1), other nights have a 
more distributed set of waves. Differences exist in summer vs winter measurements. As well, 
the observed wave population changes as a function of altitude or in the presence of dominating 
geophysical flows and features such as the Polar Vortex. 
 
Our methodology is driven by the objective of simulating somewhat realistic time series based 
on our lidar observations. We wanted to control the number of waves, range and distribution of 



their random frequencies and phases. We tried to reconcile between an idealistic approach 
based on the superposition of a number of waves but using harmonics of a fundamental 
frequency which yields a set of waves with a perfectly smooth (but unrealistic) power law 
spectrum and the approach of fractional Brownian/Gaussian noise which is more realistic but 
also an idealised paradigmatic model to an extent. In order to make this simulation more 
realistic and improve its approximation of gravity waves time series, the frequencies are 
statistically independent with uniformly distributed random values, selected within the range 
[10min, 6h], which is typical for gravity waves. Each superposed sine wave contributes to the 
overall signal independently of the others (no interaction), this leads to non-intermittent, 
monofractal (self-similar) behaviour. Additionally, the sum of these contributions tends to exhibit 
asymptotically quasi-Gaussian statistics according to the principles of the central limit theorem 
(Billah and Shinozuka, 1990; Kirchner, 2005). Thus our simulation provides us with appealing 
characteristics including: random frequencies and phases (due to different gravity wave 
sources), reasonable number of waves based on observations (see Sica and Russel 1999), 
quasi-Gaussian statistics (Keisler and Rhyne 1976) and a power law spectrum that resembles 
that of observed and theoretically predicted spectra. In addition, having Gaussian statistics is 
only relevant for the Haar Structure Function method, while the other methods are not affected 
by the simulation statistics. 
 
In short, we have presented a simple simulation of sinusoids to better test the tools and simplify 
the interpretation. Adding more variables also complicates the interpretation of the results. Our 
goal is to eventually apply this work to observations, of gravity waves, where we know that 
various processes, such as nonlinearity or intermittency, will affect the resulting spectra. In this 
case, it will be quite difficult to distinguish whether the change in slope is due to such processes 
or due to the bias error in the analysis method.  
 
Also of concern is the gap model. The statistics of the model are perhaps not as clear as they 
seem. The problem is that when the probability of gaps becomes large enough, many join 
together to become “supergaps”, ultimately the left-over nongaps - where the data are sampled 
– may be a fractal set, see Mandelbrot’s “trema” constructions (and theory) in [5]. The thing is 
that the fractal dimension then becomes a crucial characteristic of the sampling, and thus of the 
biases. Sampling data with fractal holes/gaps is indeed highly pertinent since it seems to be a 
fairly general problem with many geophysical data sets. However it requires its own study: how 
does the fractal dimension of the sampling affect the analyses?  
 
We agree, “supergaps” exist in observations because they are directly related to observational 
or experimental problems. Consider, in the case of a lidar, an aircraft passing overhead for 30 
seconds or an experimental failure for two hours. Neither of these phenomena can easily be 
described by multifractal analysis because they are not normally distributed natural phenomena.  
Our approach reasonably describes both of these kinds of gaps. 
 
Clouds could perhaps be described fractally, however, it is unclear how much benefit that would 
lend the current study. As lidar observationalists, we measure when the sky is mostly clear.  As 



a result, we tend to have random “occasional” gaps from clouds rather than a representative 
sample of cloud cover. 
  
We cite in the manuscript a relevant study to this problem, which was done by Munteanu et al. 
(2016). They studied the effect of changing the size of a single large gap in the center of the 
time series with similar spectral characteristics to our simulation. With increasing size of this 
gap, the spectra of both FFT and DFT exhibit monotonically decreasing amplitudes, while the Z-
Transform and Lomb-Scargle show slight increase of the average level of the spectrum. A 
significant change of the spectral slope was not evidently presented.  
 
This is an important remark, we will consider addressing these kinds of fractal gaps and their 
distributions in future work. 
 
 
Haar: I was disappointed that the Haar technique was not further discussed since it is the only 
one that (largely) avoids most the problems discussed above (I did note that the biases reported 
in the paper are apparently the smallest for the Haar, as found already in [6] and reiterated in 
[2]). Although it was mentioned that it is easy to apply to data with gaps, the reference to this 
nonuniform algorithm should be given (it is in appendix of [7]). The Haar method also allow for 
the determination of the intermittency corrections (the entire codimension function in fact).  
 
 
We are glad to apply the HSF for the first time in our community. Indeed, we have demonstrated 
that it provides the least biased results compared to commonly used techniques in our field. We 
have also acknowledged the reference to both the nonuniform algorithm and its ability to 
determine the moment scaling function K(q) in the revised manuscript. 
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