Reply to Reviewer #1

(Referee comment on "Radiative effect by cirrus cloud and contrails — A comprehensive
sensitivity study” by Kevin Wolf et al., EGUsphere, https://doi.org/10.5194/egusphere-2023-
155-RC1, 2023)

We thank the Reviewer for the time she/he spent on the manuscript. The comments helped to
improve the manuscript, but more importantly spurred us into repeating our calculations with
(1) a completely revised libradtran configuration to ensure that we use state-of-the-art
parametrization; and (2) much extended parameter ranges to be better representative of
cirrus and contrails. The discussion in the manuscript has been revised to reflect the new
calculations and analyses. In the following, the Reviewer’'s comments and the corresponding
responses are listed. The page and line references given by the Reviewer relate to the
manuscript in discussion. Numbers given from our side relate to the revised manuscript.

For better legibility, the Reviewer’'s comments are highlighted in bold and changes in the
manuscript are in italic.

General Comments:

The overall concept of this study is commendable and very useful, but there are
problems with this study that need to be addressed and resolved before this study can
be published. In spite of these problems, the results still appear valid. For example, the
authors attempt to treat cirrus cloud properties (effective radius reff or diameter D,
IWC and Ni.e) using Euclidean geometry (i.e., as spheres), and as with earlier attempts
like this, at least one of these variables ends up serving as the “dust bin” (i.e.,
becomes corrupted, Nice in this case) due to this flawed approach. But since it
appears that D+ and IWC are calculated accurately, and the radiation transfer (RT)
calculations in libRadtran do not use Ni., the results of this study still appear valid.

Another major drawback of this study is that the cirrus cloud geometrical thickness Az
is fixed (i.e., it never varies), having a value of 0.20 km. It appears that Az is fixed to
enable mathematical closure; otherwise Figure 1 is not possible. More importantly, Az
= 0.2 km is fine for contrails, but not for natural cirrus clouds, which are typically ~ 1.2
km on average. Since this study claims to be representative of natural cirrus clouds,
the authors need a compelling argument to justify using a fixed Az of 0.2 km for such
clouds.

The paper is well written and organized, with good quality of figures, and the results
should be useful to the atmospheric radiation community. | therefore recommend
publication after major revisions. Detailed comments addressing the paper’s
drawbacks now follow.

We address these comments below.

Major Comments:
1. Equation 1: In some conventions, F| is taken to be positive while F1 is taken to be



negative, in which case AF = F; + F.:. To avoid any confusion, please mention that all
flux quantities are taken to be positive.

The manuscript explains that all values are taken positive. We rephrased the sentence and
made it clearer:

“where the upward and downward, cloudy and cloud-free irradiances are all counted
positive.”

2. Lines 127-128: Cirrus clouds are typically ~ 1 km in geometrical thickness; why was
a thickness of 0.2 km selected? It is not clear how this unrealistic value impacts the
analysis under “Results”; please explain why the findings of this study are realistic in
relation to this choice for geometrical thickness.

The Reviewer is right. While 0.2 km is realistic for contrails, the value is untypical for natural
cirrus. Considering also the comments be the other Reviewers, the simulations have been
revised. In the new simulations the cloud geometric thickness is set to 1 km to represent aged
contrails and natural cirrus. Selecting a cloud geometric thickness of 1 km is supported by
citing the relevant literature.

“[...] Within the simulations, the ice cloud geometric thickness dz is set to 1000 m for
all simulations, which represents an average for observed contrails as well as natural
cirrus (Freudenthaler 1995, Sassen 2001, Noel 2007, lwabuchi 2012.”

3. Equation 6: Petty and Huang (2011) was consulted for the calculation of v.x, where it
was discovered that ve+ has no general analytical solution, making Eq. 6 here
unpractical. If there is an analytical solution, it should be given here. For the special
case of an exponential particle size distribution or PSD, p = 0 and v« = 1/3, but
libRadtran has set p to a value of 1.

The Reviewer is right. The analytical solution is only available for p = 0 with vet = 1/3 and
N=3/re. In libradtran, p is set to 1 and ver is set to 0.25, which is based on observations of ice
particle size distributions (Evans 1998; Heymsfield 2002). The entire section and set of
equations were revised and we direct the Reviewer to the provided diff-file for the new text.

4. Lines 155-157 and Eq. 7: Please mention that this Deff definition is the same
definition derived in Mitchell (2002, JAS), provided that ice volume V is evaluated at the
bulk density of ice (0.917 g/lcm3), as shown by the following derivation that begins with
Eq. 7: Deff = DV3/DA2 = (6VIm)/(4AlT) = (3/2) (VIA) (1) where V is the ice crystal volume
at bulk density and A is the mean projected area of the ice crystal, as defined on lines
159-160. But on line 164, the paper states: “where V and A are the average volume and
projected area of the crystal population, respectively”. It seems like a leap of faith to
apply this Deff derived for an ice crystal to a PSD, but in Mitchell (2002) it is shown that
this can be done, so please justify this leap of faith and mention the implicit ice
density.



This comment is linked with comment 3 above. The entire paragraph was modified, the
citation to Mitchel (2002) is included, and we direct the Reviewer to the diff file for the new
text.

5. Equation 11: This could be done more elegantly and accurately by simply selecting
appropriate power-law mass-dimension expressions for aggregates, droxtals, hex-
plates. From Eq. 29 in Mitchell et al. (2006), Nice = I'(p+1) IWC AB / (o I'(B+p+1)) , (2)
where I' denotes the gamma function, g and A are from Eq. 5 of this paper, and o and 3
are the prefactor and exponent of the ice particle mass-dimension power law
relationship (i.e., m = aDB). The r3 dependence in Eq. 11 is an artifact of the Euclidean
geometrical framework imposed and leads to false interpretations later in the paper,
like the top of page 12. For example, from Petty and Huang (2011), A = 3/re for
exponential PSDs, giving Nice = 33 IWC/(a '(B+1) reB ). (3) Thus, Nice has a
dependence on ice particle size (not a cubic dependence as shown in Eq. 11), where
tends to be ~ 2 for aggregates, ~ 2.4 for hex-plates and 3 for droxtals.

The equation was intended to provide a rough guidance for the reader. Nevertheless, the
Reviewer is right and the suggested relationship more accurately represents nature. The set
of equations and the accompanied text have been revised. Please see the diff file.

6. Lines 199-200: The cloud absorption optical depth is also very important in
determining RT in the TIR; please mention this.

The Reviewer is right. However, in course of the revision of the paper the section about
blackbody emission has been removed from the paper.

7. Equation 13: Is this equation used in libRadtran? If not, what is the point in
mentioning it? Cloud property input to libRadtran consists of IWC and re, suggesting
the zero-scattering approximation might be used for TIR hemispheric fluxes:

€ =1 - exp(-5 tabs/3) (4) where ¢ is cloud emissivity and tabs is the cloud absorption
optical depth. Please indicate whether € is calculated in libRadtran, and how it is
calculated if applicable.

The DISORT solver in libradtran (Buras et al 2011) calculates scattering in the TIR on basis of
the bulk-scattering properties of ice crystals, analog to the solar wavelength range. Thus, the
zero-scattering approximation is not used in the simulations. Equation 13 was added to the
manuscript to provide guidance for the reader. To avoid misinterpretation the equation is
brought into context and is expanded to section “2.4 Approximation of radiative transfer in the
thermal-infrared”, to incorporate suggestions from other Reviewers.

8. Lines 209 - 213 and Eq. 14: Eqn. (14) appears flawed since, in principle, there should
be an emissivity term (€) for both the surface and the ice cloud. But since typically e =1
at the surface, does € in (14) correspond only to the ice cloud? If so, it would be
incorrect to multiply it by Tsfc4 (which Eq. 14 does). Later, AFtir is shown for IWC, re,
and ice crystal shape, so it appears that € refers to the ice cloud and therefore € <1,
but how then does € depend on IWC, re and ice particle shape? The dependence of
AFtir on cloud properties is a complete black-box mystery and this needs to be
explained.



As mentioned in our reply to comment 7, a dedicated section for TIR RT was added to the
manuscript. It is primarily based on the TIR RT approximation given by Corti and Peter
(2009). Equation 14 is now replaced by Eq. 20. Major steps to derive Eq. 20 are given in the
manuscript; details can be found in Corti and Peter (2009).

9. Figure 1: Fixing the cloud thickness appears to be required to get closure for the
system of equations producing these four figures. If so, this analysis may not be
representative of natural cirrus clouds in some respects since the geometric cloud
thickness Az is fixed at 0.2 km corresponding to extremely thin cirrus or contrails. For
example, obtaining a typical range of cirrus cloud optical depth requires anomalously
high IWC to compensate for the small Az, based on the relationship: t.is = 3 IWC Az/(pi
Deff). At a minimum, the authors should explain how they obtain mathematical closure
to produce these plots.

All simulations have been repeated with a cloud geometric thickness of 1 km. Figure 1 has
been revised accordingly. The method to calculate the concentration of ice crystals is given.

“[...] N_ice is approximated by Eq. 14, assuming droxtals (almost spherical ice
crystals), a mono-disperse particle size distribution, and a cloud geometric thickness
dzoflkm. [..]”

10. Figure 9a: Nice here has units of cm-3 with some values exceeding 100 cm-3. In
natural cirrus clouds, Nice_ice rarely exceeds ~ 2 cm-3. This appears to be a
consequence of the r-3 dependence of Nice in Eq. 11. As shown in Eq. 3 above, the
dependence of Nic. on re is re-3 where 3 typically lies between 1.7 and 3.

In line with the previous comments a sentence is given that explains the calculation. Nic is
approximated by Eq. 15, assuming droxtals (almost spherical ice crystals), a mono-disperse
particle size distribution, and a cloud geometric thickness dz of 1 km. The cloud optical
thickness Tice at 550 nm wavelength is directly calculated by libRadtran using optical
properties from droxtals. Please see the previous comment(s) and annotations as well as the
diff file.

11. Lines 258-259: As noted in (1) above, Nice is related to reff by the power of - (hot -3
as stated here).

The Reviewer is right and the sentence has been modified accordingly.

“As expected, variations in re+ have the largest effect on the solar, TIR, and net AF , as
Nice relates to rerr by the power of =3, which depends on the particle shape (see Sec.
2.3and Eq. 14). [...]"

12. Lines 295-296: How do ice particle shapes affect AFtir, given the above comments
in 8?

As stated in comment 8, RT simulations with DISORT rely on the single-scattering albedo,
which depends on the patrticle size distribution, ice water content, and selected effective
radius. Keeping IWC and the effective radius constant but changing the particle shape directly



influences the particle size distribution and the related effective radius. The Reviewer points
out that Mitchell (2002, JAS) and Mitchell et al. (2011, ACP) found that the shape of the PSD
matters considerably for LW radiation and the ice water content and effective radius is not
sufficient to describe the radiative properties of ice clouds. We added this information to the
manuscript.

“The spread in AFs, across crystal shapes with the same re and IWC can be
interpreted as a potential uncertainty in AFsq due to the ice crystal shape. One has to
keep in mind that the differences patrtially result from deviating crystal size distributions
as these depend on the selected crystal shape. Macke et al. (1998) showed that, in the
solar wavelength range, the crystal shape is the main driver and the actual ice particle
size distribution has only a minor effect on AFs,. Nevertheless, Mitchell et al. (1996)
and Mitchell et al. (2011) found that the particle size distribution also has a
considerable impact on AF, leading to differences of up to 48% in the single-
scattering albedo, when switching between PSD. [...]”

13. Lines 307-314: The aspect ratio strongly impacts the scattering phase function and
therefore the asymmetry parameter g (Fu, 2007, JAS; Van Diedenhoven et al., 2012,
AMT; 2013, ACP). Please consult these studies and revise this discussion accordingly.

The Reviewer highlights an important fact. The aspect ratio has a significant influence on the
asymmetry parameter and we added this information to the manuscript. The entire section
was revised. Please see the diff file for the revised version.

“Scattering and absorption by an ice crystal is characterized by its orientation, complex
refractive index of ice, the wavelength of the incident light, shape, size, and the
resulting asymmetry parameter. The asymmetry parameter is a measure of the
asymmetry of the phase function P between forward and backward scattering (Macke
etal., 1998; Fu, 2007). P provides the angular distribution of the scattered direction in
relation to the incident light. For example, in case of idealized hexagonal ice crystals
and wavelength below 1.4 um, the asymmetry parameter is primarily determined by
the ice crystal shape / aspect ratio but for wavelength larger then 1.4 um the
asymmetry parameter also depends on the ice crystal size (Fu, 2007, Yang and Fu,
2009; van Diedenhoven et al., 2012). Consequently, the assumption of an ice crystal
habit and ice crystal size, with related aspect ratio, are vital information to estimate the
ice cloud RE.”

14. Figure 3 caption: What do the numbers refer to in Fig. 3 a-c?
A sentence was added to explain the meaning of the numbers.

“The numbers indicate the optical thickness simulated for the reference cloud that
contains ice aggregates.”

15. Lines 327-329: Macke and Grosklaus (1998) addressed lidar (SW radiation). While
their finding about PSDs may be true for SW radiation, Mitchell (2002, JAS) and
Mitchell et al. (2011, ACP) found that PSD shape matters considerably for LW radiation.



The Reviewer highlights an important point, which is now mentioned in the manuscript. The
respective text is included in the modified section quoted in the reply to comment 12.

16. Line 358: This refers to Fig. 5a, correct? Here the upper boundaries are becoming
more negative with increasing 0.

This is correct. The paragraph is introduced explicitly referring to Figure 5a.

17. Figure 5 caption: What do the nhumbers next to the boxes indicate? They appear to
correspond to median, 25th and 75th percentile values, but this should be called out.

We added a sentence that explains the figures.

“[...] Red and black numbers indicate the 25th- and 75th percentiles, as well as the
median value, respectively.”

18. Line 378: As far as | can tell, Fig. 2 shows that reff is the primary factor controlling
AF, not IWC.

The Reviewer is right. The sentence has been changed.

“As presented in Fig. 2, the IWC is the second most influencing factor that controls AF.

[.]"

19. Lines 506-508: This could have been described more clearly under “Methods”
unless | missed something.

We agree with the Reviewer and added a paragraph that describes the sampling method
more clearly. It is added to section “3 Results” to help to understand the results.

“To go beyond these basic dependencies, the impact of each parameter is estimated
by fixing one parameter at a time, while the others can vary. For example, in case of rex
, all simulations, for steps of rer given in Table 4, are extracted from the 8-D hypercube.
The extracted sub-sample, in the example for a specific rer, is used to calculate the
distributions of solar, TIR, and net AF . These distributions are then visualized by box
plots and characterized by their minimum, maximum, median, as well as the 25th- and
75th-percentiles. This strategy can be interpreted as a type of sub-sampling, by
averaging all unfixed parameters to project AF onto the one-dimensional space |[...]”

Technical Comments:
1. Figure 2 caption: Typo where reff = 5 ym; should be 45 pm?

The Reviewer is right and the typo has been fixed and adapted the new upper boundary of 85
pm.

2. Line 349: AFtir => AFnet?

The Reviewer is right and the sentence has been changed accordingly.






Reply to Reviewer #2 (Andreas Macke)

(Referee comment on "Radiative effect by cirrus cloud and contrails — A comprehensive
sensitivity study” by Kevin Wolf et al., EGUsphere, https://doi.org/10.5194/egusphere-2023-
155-RC2, 2023)

We thank the Reviewer Andreas Macke for the time he spent on the manuscript. The
comments helped to improve the manuscript, but more importantly spurred us into repeating
our calculations with (1) a completely revised libradtran configuration to ensure that we use
state-of-the-art parametrization; and (2) much extended parameter ranges to be better
representative of cirrus and contrails. The discussion in the manuscript has been revised to
reflect the new calculations and analyses. In the following, the Reviewer’s comments and the
corresponding responses are listed. The page and line references given by the Reviewer
relate to the manuscript in discussion. Numbers given from our side relate to the revised
manuscript.

For better legibility, the Reviewer’'s comments are highlighted in bold and changes in the
manuscript are in jtalic.

General remarks:

The manuscript describes an impressive sensitivity study (very nicely summarized in
Figure 2, indeed!)) on the importance of the governing physical parameters of cirrus
clouds and contrails on their radiative effects in the climate system. Numerous studies
on the influence of various parameters already exist, but not on this scale presented
here. The authors also largely correctly refer to the previous literature, but | would
have liked to see a somewhat more quantitative presentation here. A table roughly
summarizing the parameter variations and effects on the radiation effect of previous
work could be helpful.

| understand that even 94,000 radiative transfer simulations cannot cover all cases of
real-world clouds and illumination geometries. The authors should therefore make
somewhat more prominent (not just at the end of the manuscript) which assumptions
in their calculations constrain the phase space. This seems particularly important to
me because, while the authors commendably make their data available for further
radiative effect studies, there is then a danger that it will be used without further
questioning. For example, ice clouds generally have a distinctive vertical structure of
crystal sizes and shapes, which affects both solar reflectivity and thermal emission.
Horizontal crystal orientation - as often observed - also has an effect, as does 3D
radiative transfer for optically thicker ice clouds. Similarly, a crystal size distribution is
always also a crystal shape distribution, so distinguishing clouds consisting of only
one crystal shape is somewhat unrealistic. It is not for nothing that Baum et al. (2005)
combined size and shape distributions to obtain more realistic optical properties. |
realize that one cannot account for all of this in a large sensitivity study, but limitations
should be clearly pointed out.

Some results are quite obvious, e.g. that the solar cooling effect is determined by the
albedo differences of cloud and ground, and the warming effect by the temperature
differences of cloud and ground. It is also not necessary to point out several times that



the solar parameters do not affect the terrestrial radiation effects and vice versa.

The study of a water cloud underlying the ice cloud seems somewhat contrived to me,
see the specific references below.

Would it somehow be possible to reduce the number of figures, e.g. take only those
whose results are referred to in the summary at the end? See also my comments
below.

These general remarks are addressed below when they are repeated in the specific remarks.
Specific remarks:

line 54-56: | agree that liquid water clouds have simpler microphysics. However, this
simplification is perhaps surpassed by the problem of 3D radiative transfer in such
clouds.

Therefore, | would not say that radiative transfer in cirrus clouds is more complex.

The sentence was rephrased to specify that we refer to the direct interaction of radiation and
particle.

“To estimate the radiative impact of a cloud as well as related potential uncertainties
and sensitivities, RT simulations represent a helpful tool. While the atmospheric RT in
liquid water clouds composed of spherical cloud droplets can rely on geometric optics
or Mie-scattering theory (Mie,1908; van de Hulst, 1981), RT simulations of ice particles
are made complicated by the non-spherical shape and the interaction with the
incoming radiation, i.e., through their single-scattering phase function. The single-
scattering phase function, for example, has to be determined by computationally-
expensive methods, like ray tracing (Bi et al., 2014), Monte Carlo simulations (Macke
etal., 19964, b), or the T-matrix method (Mishchenko, 2020).“

68-69: Why distinguish between sensitivity to size and to size distribution?

The Reviewer is right. Zhang directly refers to ice crystal size distribution, while Mitchell refers
to the effective radius, which is determined by the ice crystal size distribution. Therefore, both
studies investigate the impact of the ice crystal size distribution on the radiative forcing / effect
of cirrus clouds. The sentence has been rephrased.

“The effect of the ice crystal size distribution on cloud radiative forcing / effect was
analyzed, for example, by Zhang et al. (1999) or Mitchell et al. (2011).”

104-105: ...but then you need to showlcite that 2d or 3d variability is not a driving
parameter. And the present work is not even 1d (vertically resolved), but 0d (plane-
parallel homogeneous).



Thank you for this helpful comment. In line with the comments from Reviewer 3, the potential
uncertainties due to 3D scattering effects and heterogeneous clouds are now mentioned and
referenced in the sections “Introduction” and “Radiative transfer simulation set-up”. Due to the
length of the new paragraph in the Introduction we would like to direct the Reviewer to the diff
file. The second paragraph is given below.

“The RT simulations are performed with the 1D solver DISORT (Buras et al., 2011),
which is part of libRadtran. Clouds are assumed to be horizontally uniform and lateral
photon transport between columns is neglected, which is called the independent pixel
approximation (IPA, Stephens et al., 1991; Cahalan et al., 1994). As the main objective
of this study is to map the basic dependencies of AF on the driving parameters, we
neglect any variability in the spatial ice water content (IWC) distribution that exists in
cirrus (Minnis et al., 1999). We also restrict the simulations to fully cloud covered
scenes. [...]”

135-136: according to the title, the work is about cirrus and contrails. So, do the 3
shapes suffice for cirrus as well? Does the aspect ratio of the hexagonal particles
varies with size?

Within this study we focused on three particle shapes that represent three stages of contrail
development from almost spherical particles over plates — often used in remote sensing
applications - to complex aggregates. We now provide a more detailed literature overview and
some references that support the selected ice crystals shapes, which confirms that the
selected shapes are representative for the majority of contrails and cirrus. Due to the length of
the added section we direct the Reviewer to item 4 in section 2.2 ‘Radiative transfer setup’.

Table 3: | understand that some hard choices have to be made if one is to make sense
of the parameter space of the physical properties of cirrus clouds. However, it seems
to me that the range of only three cloud temperatures is very limited compared to the
parameters that make up the optical thickness (IWC, r.«). The cloud greenhouse effect
is thus much more discretized than the albedo effect.

Similar to the selection of three particle shapes, the step size for each parameter had to be
limited. Nevertheless, we extended the number of simulations. Now, five cirrus temperatures
are simulated to better capture the effect changes in ice cloud temperature and altitude. Also
the number of simulated solar zenith angles and effective radius were increased.

167: which r_min and r_max where chosen for the gamma size distribution?

According to Emde et al (2016), the bulk optical properties are calculated for rm» of 5 um and
rmax Of 90 pm. This information is added to the manuscript.

“[...] For the gamma size distribution a minimum and maximum r. of 5 and 90 um are
selected. [...]"

173: isn't the effect of an underlying cloud not somehow accounted for already by
varying surface albedo and surface temperature?



We partly agree with the Reviewer. As similar comment concerning section 3.6 is raised
below, we answer both comments below.

190-192 and eq. (11): This rearranging only work if rA3_vol is not a function of r. But I'd
think that this parameter is very much a function of r.

The Reviewer is right. Incorporating additional Reviewer comments, the equation was
modified. Equation 14 became Eq. 15 in the new manuscript. Please see the document and
the latex diff file for the updated version.

220-221: what do you mean with "diagnosed by libradtran”? For a given size and
shape, the extinction coefficient should be readily available, given that the extinction
efficiency = 2 for large particles.

“Diagnosed’ is an inappropriate term and the sentence was rephrased. The values of tau is
directly calculated by libRadtran and extracted from the verbose output.

“[...] The cloud optical thickness T1i.. at 550 nm wavelength, given in Fig. 1d—d, is
directly calculated by libRadtran using optical properties from droxtals.*

228: The term "observed" may be misleading as this is about modeling, not
observations.

The sentence was rephrased.
“The inherent dependencies of [...] 7

Fig. 1: Since only theoretical relations between the dependent quantities N, IWC, re,
and tau are shown here, which are rather clear, one could omit this discussion and
refer to a textbook on radiative transfer.

The intention of this subsection and figure was to provide a condensed overview of the basic
dependencies that will help readers, who might not be familiar with radiative transfer and the
interactions of Nic., IWC, and rer, to better interpret the relations and figures that follow later in
the paper. Therefore, we would strive to keep this section.

307: "To some extend" -> "For idealized hexagonal columns and plates"

Thank you for providing the more precise formulation. It is adopted in the manuscript together
with the modifications considering other Reviewers comments. Please see the diff file for the
revised section.

327-328: Macke and GroRBklaus is about rain drops :), you probably meant:

Macke A, Francis P-N, Mc Farquhar G-M, Kinne S (1998) The role of ice particle shapes
and size distributions in the single scattering properties of cirrus clouds. Journal of
Atmospheric Sciences 55 (17), 2874-2883.

The Reviewer is right and the citation was changed accordingly.



360-361. wrt the forward peak: The forward peak (0 degree scattering angle) is never
directed upward. Are you refering to the forward scattering range?

The Reviewer is right. Here we do refer to the forward scattering range given by scattering
angles <= 90 degree. The sentence was modified accordingly.

“[...] and iii) an increase in upward scattered radiation with increasing 6 as the light
rays get slanted and a larger fraction of radiation from the forward scattering range is
directed upward.”

Figs. 5b and 6b can be omitted.

We partly agree with the Reviewer. While there is no impact of the solar zenith angle or the
solar surface albedo on the TIR component, we would like to keep these plots to provide a
systematic overview throughout all parameters and for symmetry with the discussion of the
other parameters.

378: "IWC is the primary factor...": Not according to Fig 2 and your previous
explanation that solar and terrestrial effects of IWC cancel out each other. Do |
misunderstand something here?

The Reviewer is right the sentence is false and is now rephrased.
[...] IWC is the second most influencing factor [...].

389: "...photon path length ... has an almost negligible impact on the cloud RE in the
solar and TIR.": photon path lengths in solar and thermal IR are not the same.

Did you specifically calculate the mean free path length at the thermal IR? Which
wavelength? Water vapor or CO; absorption might also affect the path length.

The mean photon path length has not been calculated explicitly. We generally refer to the
increased cloud optical thickness and to the fact that the cloud becomes more opaque in the
solar and TIR wavelength range with increasing IWC. Following the comment, we rephrased
the sentence.

“For AFtir the increase in IWC leads to an intensified warming effect (Fig. 8b). Again,
this is caused by the increase in the total particle scattering and absorption cross-
sections. Similar to AF,, the steepest increase appears for IWC < 0.012 g m~3, while
for larger IWC the medians approach an almost constant level and a further increase in
IWC has only a limited effect on AF..”

418 - 419: "indicates an increase in the sensitivity of AFsol, particularly with respect to
reff": Wasn't that already obvious from Fig. 2?

We partly agree with the Reviewer. Nevertheless, Fig. 9 provides a more nuanced overview of
Fso On IWC and rer as there is an additional separation for ass and the solar zenith angle. The
sentence was slightly rephrased to include the Reviewers comment.



“[...] AFsol, particularly with respect to rer, as it is expected from Fig. 2”
3.4.2: The title is "Thermal IR", but the text below is about F.:

The Reviewer is right. Now, the section explains Fi and Fq... The title was modified
accordingly.

“Thermal-infrared and net radiative effect”

3.6: Again, | would think that the radiative boundary conditions that arise from an
underlying cloud are covered by the variations in surface albedo and surface
temperature, already.

We partly agree with the Reviewer that, from a radiative transfer perspective, a variation in
the cloud optical thickness of the second cloud layer is already cover in the variation of the
surface albedo or surface temperature. Nevertheless, we think that the discussion is
beneficial for readers, who are not (yet) familiar with the topic of radiative transport and the
interactions of radiation, surface, and clouds. In addition, including the second water layer in
the provided data set allows to directly access simulated RF for combinations of surface
properties and second cloud layer cloud optical thickness. For example, a user can directly
access the cloud RF of a cloud over a surface with a certain surface albedo and second liquid
water cloud (of certain COT). Without the second cloud layer, the user would be forced to
transfer the COT of the liquid water cloud to an equivalent surface albedo. The transfer would
have to be parameterized, which adds an additional uncertainty.

501-502: Of course, F_sol and Delta F_sol = 0 during night. But given this obvious day-
night differences in the contributions of F_sol to F_net, wouldn't it not make more
sense to study F_net for 24h means?

The Reviewer is right but this is beyond of the scope of this study in which we intended to
investigate the basic dependencies of RT in ice clouds on the selected parameters.

509: "Delta F_sol is dominated by Delta F_tir": Typo? F_sol -> F_net?
The sentence was incorrectly phrased and is now modified.

“For all 8 and the majority of the simulations, negative AF <, is exceeded by positive
AFqi- and leads to a positive median AF e (warming).”

511-512: alpha_srf = 1 is rather unrealistic on this planet. So, | don't think that solar
warming ever occurs.

The sentence was rephrased and generalized. The simulations showed a transition from a
solar cooling to a solar warming between as of 0.6 and 1.0. Since sea ice can have Qs
between 0.6 and 1.0, we argue that, under some circumstances, cirrus and contrails can have
a solar warming and the figure is valuable.

[...] except for ass approaching 1 [...]



515: "the resulting net RE is a warming.": -> small.
The competition alone does not explain a warming or cooling.

The Reviewer is right and the sentence was rephrased. The resulting positive net RF is
caused by the dominance of AFg over AFsq.

“An increase in IWC intensifies the cooling in the solar and the heating in the TIR. As
both effects compete against each other and AF;; dominates AFsq, the resulting net RE
Is a warming. An exception appears for largest IWC, where median OAF e IS negative.
Simultaneously, the increase in IWC causes an enhanced impact of the free
parameters and associated uncertainties.”

527: "Simultaneously, the TIR heating remains almost constant...": yes, because the
cloud top temperature is fixed. The latter could also be subject to variations. In fact,
brighter clouds often have larger vertical extend and are thus colder. | suggest to drop
this "underlying cloud” study.

The fixed temperature results from the set-up of the simulations. Here we selected Tq as the
specified parameter and positioned the cloud depending on the atmospheric temperature
profile. Alternatively, one could have fixed the altitude, e.g., 10 km, and vary Tqq4. Fixing the
cloud altitude would does not seem appropriate as the formation of clouds is primarily driven
by temperature and the altitude varies depending on atmospheric profile and location.

Similar to the statement from above, we intent to keep the underlying cloud study. The reason
was given in one of the previous answers.

528: infinite -> horizontally infinite
The sentence was modified.

“[...] the cloud RE of homogeneous, horizontally infinite ice cloud [...]”



Reply to Reviewer #3

(Referee comment on "Radiative effect by cirrus cloud and contrails — A comprehensive
sensitivity study” by Kevin Wolf et al., EGUsphere, https://doi.org/10.5194/egusphere-2023-
155-RC3, 2023)

We thank the Reviewer for the time she/he spent on the manuscript. The comments helped to
improve the manuscript, but more importantly spurred us into repeating our calculations with
(1) a completely revised libradtran configuration to ensure that we use state-of-the-art
parametrization; and (2) much extended parameter ranges to be better representative of
cirrus and contrails. The discussion in the manuscript has been revised to reflect the new
calculations and analyses. In the following, the Reviewer’'s comments and the corresponding
responses are listed. The page and line references given by the Reviewer relate to the
manuscript in discussion. Numbers given from our side relate to the revised manuscript.

For better legibility, the Reviewer’'s comments are highlighted in bold and changes in the
manuscript are in italic.

This study presents a dataset of radiative transfer simulations with the goal to
investigate the sensitivity of the radiative effect of cirrus and contrails. The sensitivity
study comprises eight selected parameters: ice crystal effective radius, ice water
content, solar zenith angle, surface albedo, liquid water cloud optical thickness of an
underlying cloud, three ice crystal shapes, cirrus temperature, and surface
temperature. The dataset which is submitted together with the manuscript consists of
three netCDF files, one for each ice crystal shape. Results for plane-parallel radiative
transfer simulations are provided as upward and downward irradiance for cloudy and
clearsky scenes as well as the cloud radiative effect (CRE), integrated over the solar
and thermal spectrum. While such a sensitivity study has the potential to provide
interesting insights into the driving parameters on CRE of cirrus and the associated
data set is useful as a reference, there are a number of major issues which have to be
addressed before publication:

(A) The manuscript is missing a discussion of the results and comparison with
previous studies which are mentioned in the introduction (Fu and Liou (1993), Yang et
al. 2010, Zhang et al. 1999, Mitchell et al. 2011, and Schumann 2012). Are there new
insights gained from the selected parameter space?

We thank the Reviewer for providing these literature. During the revision of the manuscript the
cited literature was consulted and compared to our results. We would like to direct the
Reviewer to the diff file as the corrections have been made in multiple sections of the
manuscript.

(B) There are several major issues with the setup of the RT simulations which have to
be addressed, especially since the data set is intended for public use:



Top of the atmosphere (TOA) is assumed here at 15 km (as stated e.g. in line 90
and Table 1) instead of the commonly used 120 km (Emde et al. 2016). All atmospheric
profiles provided in libRadtran and used in this study are defined up to 120 km. The
upward and downward irradiances computed in this study are therefore missing
important contributions of molecular scattering and absorption. To allow comparison
with other studies and make the data set useful for the community, irradiances should
be computed at the standard TOA level.

We follow the suggestion of the Reviewer and set the uppermost level to 120 km. The
simulations have been repeated and the manuscript has been revised accordingly. Please
see the diff file.

Ice cloud optical thickness values are provided for a reference wavelength of 640
nm. The standard reference wavelength, however is 550 nm. Similar as above, to allow
comparison with other studies and make the data set useful for the community please
use 550 nm as a reference wavelength.

We follow the suggestion of the Reviewer and provide the output at 550 nm wavelength. The
simulations have been repeated and the manuscript has been revised. Please see the diff file.

The study claims to use the “more recent ice crystal parameterizations” (line 61)
but only droxtals were used from Yang et al. 2013, whereas Yang et al. 2000 was used
for plates and rough aggregates. Yang et al. 2013 provides optical properties for plates
and rough aggregate as well. Why not use the latest optical properties in a consistent
way?

The Reviewer is right. For consistency and for the sake of using ‘more recent ice crystal
parameterizations’, we have remade all simulations, now using the ice optical properties from
Yang (2013).

Furthermore, no explanation or discussion is provided why these specific habits
were chosen. Why are e.g. columns or bullet rosettes not included? Please provide
motivation to select “droxtal”, “rough-aggregates” and “plates” and cite relevant
literature that supports this choice as representative for cirrus, contrails, and contrail
cirrus (e.g. Platnick et al. 2016, Forster et al. 2022, Jarvinen et al. 2018).

The Reviewer highlights an important point. Item four in section 2.2 about the selected ice
crystal shapes is greatly extended. Following the suggested literature it shows that rough
aggregates are most commonly detected in cirrus clouds. The observations include LIDAR
observations form satellite, aircraft in-situ observations, and ground-based observations. This
is now mentioned in the text and supported by the suggested literature. Please see the diff file
for the extended text.

. It is not explained why libRadtran’s Fortran implementation of DISORT is used
for the radiative transfer simulations instead of the faster and more robust C-version
(Emde et al. 2016), when the goal is to use the “latest RT models” (line 62).

We thank the Reviewer for the helpful suggestion to use the DISORT solver. The solver has
now been used to repeat all simulations.



6.

The results including the water cloud below the cirrus are potentially biased:
“wc_modify tau set 20” in the input file will set the water cloud optical thickness to 20
at each wavelength which causes the liquid water content to vary across the spectrum.
To achieve constant LWC, it has to be be scaled directly to an optical thickness of 20 at
550 nm wavelength.

We thank the Reviewer for this remark. All new simulations use ‘wc_modify tau550 set xx’ to
scale the cloud optical thickness at 550 nm wavelength.

The water cloud layer is fixed with cloud base at 3 km. This implies that the
cloud layer is located at a different temperature for each of the 3 atmospheric profiles.
As stated in the manuscript (line 174) this places the cloud even at temperatures below
freezing for the subarctic winter profile. To be consistent, should the water cloud not
rather be fixed at a certain temperature, the same way the altitude of the ice cloud was
defined?

Within the subarctic winter profile all temperature values are below freezing. This implies that
all potential clouds, positioned in this profile, will be below freezing and, in case of liquid
clouds, contain super-cooled droplets. Nevertheless, clouds with super-cooled droplets at
cloud top are frequently observed (70% of the clouds) in the arctic (e.g., Hogan 2004 and Hu
2010).

In the simulations the liquid water cloud is positioned at a fixed cloud top altitude of 1.5 km
and a geometric thickness of 0.5 km. In all three atmospheres (sub-arctic, mid latitude, and
tropics) low-level clouds at this altitude occur frequently.

Please see the diff file for the extended item 8 in section 2.2 of the manuscript that explains
the positioning of the liquid water cloud.

Information about the setup of the radiative transfer simulations is contradicting
in several places in the manuscript, or missing:

It is not explained how the surface temperature is set in the RT
simulations. The stated temperatures of 273 K for afglsw and 313 K for afglus do not
correspond to the surface level temperature of these atmospheric profiles as provided
by Anderson et al. 1986.

We agree with the Reviewer. The old selection caused a discontinuity in the temperature
profile at the interface between surface and atmosphere profile. The surface temperatures
have been changed to agree with the lower most (0 km altitude) temperature of the
atmosphere profiles.

Molecular absorption is stated to be Fu and Liou (1992, 1993) in Table 1,
then the text states REPTRAN parameterization in “moderate” resolution (line 110), and
the sample input file provided as a supplement uses REPTRAN in “coarse” resolution.
Please double-check and explain the choice.

The REPTRAN resolution was double-checked. All new simulations have been run with a
‘coarse’ resolution and the manuscript has been changed accordingly.



The RT simulations consider molecular absorption using the 'coarse’ resolution
REPTRAN parameterization [...]

In Table 1, and line 109 it is stated that the spectral solar irradiance
according to Kurucz 1992 is used. The data provided with libRadtran has a spectral
resolution of 1 nm, but the sample input file refers to a version with 5 nm resolution.
How was that obtained and why did the authors choose a coarser resolution?

Previously, the solar irradiance from Kurucz 1992 was interpolated from the original 1 nm
resolution to 5 nm resolution. In the new simulations the original 1 nm file is used.

(C) A clear statement of the intended use of the dataset together with assumptions
made for the radiative transfer simulations and their impact on the accuracy of the
results is missing. The abstract (line 21/22) states: “The data set [...] can be used to
compute the radiative effect of cirrus clouds, contrails, and contrail cirrus instead of
full radiative transfer calculations.” This is a very general statement and it is not clear
what potential use cases could be. Although it is very useful to publish the results
together with the paper, potential users of the data set would need more guidance:
Please provide more details how the data set should be used, limitations, accuracy,
possible questions that could be answered.

1. Important information is missing about assumptions used for the radiative
transfer simulations which have important implications for potential use cases:
Plane-parallel RT instead of 3D RT, assuming TOA at 15 km, assuming randomly
oriented ice crystals, parameterization of ice crystal optical properties which
assumes a coupling of crystal size and aspect ratio, constant geometric
thickness of the cirrus of 0.2 km, etc.

These assumptions are provided more prominently in item 4 in section 2.2 in the
manuscript to ensure correct usage of the published data and to raise awareness of
potential uncertainties.

2. Especially for contrails and contrail-cirrus, but also for cirrus radiative 3D effects
have been shown to be non-negligible (e.g. Gounou and Hogan 2007, Kalesse
2009, Forster et al. 2011). If the presented results should be applicable to
contrails the bias due to neglecting these 3D effects has to be quantified.

The Reviewer highlights an important point. Considering further Reviewer comments,
we added a dedicated section that mentions and partly discusses the differences
between 1D and 3D simulations and the associated uncertainties. However, a
guantification of the differences is beyond the scope of this study. To raise awareness
on that potential uncertainty, we provide numbers and citations from the suggested
literature: Gounou and Hogan (2007) as well as Forster et al. (2011).

However, we note that aged and spread contrails might be approximated as
homogeneous thin plane-like clouds, which justifies the use of 1D simulations (Minnis
et al., 1999).

More detailed comments:



1.

Abstract line 18: Why is TIR influenced more by ice crystal shape than effective
radius? In line 298 it is stated that crystal size has a stronger impact than shape.
Please explain in the text.

It is stated in the text that re and IWC are the dominating factors in the solar and TIR
wavelength range. For TIR the other parameters are given in descending order.

Abstract line 19: “Net RE is controlled by the surface albedo, the solar zenith
angle, and the surface albedo in decreasing importance”. Surface albedo is mentioned
twice, please correct.

The Reviewer is right and the sentence has been corrected.

“The combined net RE is controlled by asy, 6, and Ts:, sorted in decreasing
importance.”

Line 69-72: “A comprehensive study of cirrus radiative effects was conducted by
Schumann (2012), who aimed to derive an approximate model to estimate the cloud
RE. While those studies are valuable, none of them presents a comprehensive
sensitivity study across all relevant cloud and environmental input parameters.
Therefore, we present a study that separates the effect of eight selected parameters on
the cirrus RE.”

This is contradictory: none of the previous studies is “comprehensive”, but the
present study focuses on “eight selected parameters”. Are the eight selected
parameters of the present study enough to make it “comprehensive”? Should not the
driving question be: How many and which parameters are necessary to investigate the
main question / support the main statement?

The Reviewer is right. Claiming to provide a ‘comprehensive’ study is misleading. Following
the suggestion of the Reviewer we rephrased the objective of this study and removed
‘comprehensive’ from the title and the manuscript. Nevertheless, the main objective remains,
which is to identify the main drivers of the cirrus RE among the eight selected parameters.

“Multiple studies that aimed to investigate the impact of a certain parameter on cloud
RE have been performed in the past. Fu and Liou (1993) as well as Yang et al. (2010)
focused on the effects of the selected ice crystal habit and ice water path. The effect of
the ice crystal size distribution was analyzed, for example, by Zhang et al. (1999) or
Mitchell et al. (2011). A comprehensive study of cirrus radiative effects was conducted
by Schumann (2012), who aimed to derive a parameterization to estimate the cloud
RE. While those studies are valuable, none of them investigate the effect of multiple
factors, like relevant cloud and environmental input parameters. These studies have
identified parameters that affect cirrus RE, but all these parameters need to be
considered together, including both cloud and environmental parameters. This article is
intended as a parametric sensitivity study that aims to compare the effects of major
parameters. Furthermore, we identify the driving parameters of RE by sampling the
input parameter range, restricted to values that are typically associated with ice clouds.
Finally, we provide an open-access data set, which allows the user to extract cloud
REs for user-specific combinations of the input parameters. The data set might be



coupled with cloud microphysical models, e.g, the Contrail Cirrus Prediction Tool
(CoCiP) from Schumann (2012), to estimate the RE of the simulated contrails”

Line 85: Please add the equation for DeltaF_net before defining DeltaF_sol and
DeltaF _tir

The equation for AF.: is now given before defining AFs, and AF;.. Please section see section
2.1 in the manuscript or the diff file.

. Line 95: “The surface albedo is kept constant in this study”. Which value is
chosen for the solar spectrum?

The surface albedo in the solar is set to values between 0 and 1, which are specified and
discussed later in the paper. Therefore, the sentence has been moved to subsection “2.2
Radiative transfer simulation set-up”. That section now reads:

“The Earth’s surface albedo, as: ranges from 0 to 1, which represents the full possible
range. In general, as: varies spectrally but here is kept constant for all solar
wavelength. It is varied between 0 and 1 to include surface conditions ranging from
open ocean to full sea ice or snow (Baldridge et al., 2009; Gardner and Sharp, 2010;
Meerdink et al., 2019; Gueymard et al., 2019). Values of asrf are given in Table 4. In
the TIR wavelength range as: is assumed to be 0, which leads to an emissivity € = 1
with the Earth’s surface thus acting as a blackbody (Wilber, 1999).”

. Line 102: “libRadtran was run as one-dimensional (1D) RT solver...” -> better:
“The 1D RT solver DISORT, which is part of libRadtran, assuming horizontally uniform
clouds”.

We thank the Reviewer for this suggestion and we modified the sentence accordingly.

“The radiative transfer solver DISORT (Buras et al., 2011) allows to select 2N -number of
streams to be used in the radiative transfer simulations. [...]”

. Line 119: Why would tropical and desert atmospheric profiles be interchangeable
here? The different water vapor profiles affect the thermal RE as mentioned in the
subsequent sentence.

Tropical and desert atmospheric profile are not interchangeably. The amount of water vapor,
especially in the lower atmosphere h< 6 km differs. Here we refereed to the surface
temperature only and not to the vertical profile. Nevertheless, we follow the suggestion of the
Reviewer and remove ‘desert’ from the sentence. This is in line with the adjusted surface
temperature as the upper bound of surface temperature was changed from 16°C to 27°C (due
Reviewer comment directly below). A surface temperature of 27°C are representative for
tropical regions but not necessary for desert regions, which can have much higher surface
temperatures. 27°C are selected as a compromise to match the lowermost temperature of the
atmosphere profile (please see the comment below). In addition, we added a sensitivity study
to estimate the effect of variations in the relative humidity profile. A dedicates section can be
found in section 3.5. Please see the adjusted sections in the diff file.



8. Line 121: Please double-check the surface temperatures for the subarctic winter
and tropical profiles. Surface temperatures for subarctic winter is 257.2 K and 299.7 K
for tropical. How is the surface temperature “set” to -40, 0, 40 degC?

The Reviewer is right. The previously selected temperature in the atmosphere profile and the
surface temperature caused a discontinuity. In the new simulations, the surface temperatures
are set to the temperature of the lower most value of the selected atmosphere profile.

9. Line 143: “Our simulations range from 5 to 45 pm for all three shapes and,
therefore, focus on young contrails and cirrus.” If so, aged contrails and contrail cirrus
should not be mentioned in the abstract and conclusion.

The Reviewer is right. With the new setup and repeated simulations ice particle size ranges
from 5 to 85 pym, which also includes more mature contrails and cirrus clouds. (Kramer, A
microphysics guide to cirrus — Part 2: Climatologies of clouds and humidity from observations,
2020, Atmos. Chem. Phys. , 20, 12569-12608, 2020).

10. Table 3: Range does not add information here, just provide actual values. Add
“total number” as last column label.

The column ‘range’ has been removed and the last column is labeled ‘total number of
simulations’. Please see the diff file for the modifications.

11. Line 185: “because, as 3D effects are neglected” -> "as radiative 3D effects are
neglected”. This is the first time 3D effects are mentioned, but this information should
appear more prominently. Please cite relevant literature and add more discussion on
possible biases introduced by the plane-parallel assumption and neglecting 3D RT in
this study.

Following this comment and comments from the other Reviewers, we provide a paragraph in
sections “1. introduction” and “2.2 Radiative transfer simulation set-up”. Please also see the
response to the general comment number 2 of Reviewer 3.

12. Results Fig. 1: it should be noted that these results do not rely on RT
simulations but show basic dependencies between microphysical and optical
parameters.

The ice crystal number concentration (Figla) was calculated with equation 13, assuming
spherical ice crystals (approximation for droxtals) and assuming a mono-disperse particle size
distribution. The cloud optical thickness used in Fig. 1 b,c,d is obtained from libRadtran
simulations (verbose file) using ice optical properties of droxtals. It is now detailed how Fig. 1
is created in the text and the caption.

“We first provide an overview of how r.+ and IWC determine the cloud optical and
microphysical properties. Figure 1a—d illustrates the dependence of Ni.. and Tice as a
function of re+ and IWC. Nice is approximated by Eq. 14, assuming droxtals (almost
spherical ice crystals), a mono-disperse particle size distribution, and a cloud



geometric thickness dz of 1000 m. The ice cloud optical thickness Tic. at 550 nm
wavelength, given in Fig. 1b—d, is directly calculated by libRadtran using optical
properties from droxtals.”

13. Line 225: “Going beyond these dependencies...” The sensitivities discussed in
the preceding paragraph do not use RT simulations. Now switch to RT results? This
should be separated more clearly in the text.

The sentence in this section was rephrased to be more clear in this aspect. Please also see
the previous comment.

14. Fig. 1c, d: please complete legend information with “r_eff” (1c) and “IWC” (1d)

A title was added to both legends.

15. Line 245: why are the parameters for the reference cloud chosen from extreme
values of the parameter space? Wouldn’t it be more intuitive to select mean/median
values?

Similar to Meerkdtter et al. (1999), we selected the extreme values to mark either end of the
simulated parameter range. Using mean values would not allow to explicitly mark the upper or
lower boundary, and to investigated the effect of spanning the full range of a given parameter.

16. Please provide a reference from literature which states a representative cirrus
optical thickness of 0.18 at 640 nm?

Iwabuchi (2012) used CALIPSO Lidar observations and determined a mean COT of contrails
of 0.19 (532nm). Nevertheless, thicker contrails may exist. The reference was added to the
section. (lwabuchi, H. / Yang, P. Liou, K. N. / Minnis, P.; Physical and optical properties of

persistent contrails: Climatology and interpretation, 2012, J. Geophys. Res. Atmos. , Vol. 117,
No. D6)

“[...] this leads to a Tice Of 0.46 at 550 nm wavelength, which is representative for contrails
and young cirrus (lwabuchi et al., 2012). [...]”

17. Which crystal shape is assumed for the reference cloud?
This information was added.
“The reference cloud is assumed to consist of rough-aggregates.”
18. In Fig. 2 it looks like reff=5 um is used for the reference cloud, not 45 um.
This was adjusted. Now a cloud with 85 pm is used.
19. Figure 2:

] The scale and grid lines of the y-axis should be comparable between the 3
subplots.



Grid lines have different spacing to maintain clarity in the SW plot and to provide sufficient
guidelines in the TIR and net plot. For better comparability we changed gridlines to an equal
spacing.

However, we keep the different y axis otherwise the bars in the net become too small for
differences among the parameters to be legible.

J Caption: The parameter for the reference case provided here do not match
the description in the text.

The caption and the text have been homogenized.

o Selecting mean/median values of the parameter space would place the star
closer to the mean RE, similar to the IWC case.

We selected either end of the parameter space to clearly show how AF varies, when the one
of the parameters is varies to the other end of the parameter space.

. Is a box plot representative for the 3 distinct ice crystal shape values?

Following this question, we separated the data of the three shapes and present them
individually. In that way the discrete differences from the shape effect become clearer.

20. Line 249: “For the all Sun geometries...” Please double-check sentence.
“The” has been removed from the sentence.
“For all Sun geometries]...] “

21. Line 274: Which values for the surface albedo were selected to investigate the
sensitivity of the RE on T_srf, T_ic and tau_wc? The results should be different for
alpha=0, and 1.

In the introduction of the reference cloud, a surface albedo value of 1 was given. To be
clearer, we added a sentence at the beginning of this paragraph that explicitly states the
surface albedo

“The influence of a varying surface temperature T Or cirrus temperature Td,ice
(related to cloud base altitude), are investigated for a cloud scenario with a solar
surface albedo asqsq setto 0. [...]"

22, 3.1 Sensitivity on ice crystal shape: When comparing the effect of ice crystal
effective radius vs. crystal shape on the cirrus RE, it is important to mention that size
and aspect ratio are coupled in the optical property parameterizations by Yang et al.
2000 and 2013. Please add this to the discussion.

Section 3.1 was extended an it is now mentioned that the maximum dimension of an ice
crystal and the aspect ratio are coupled.



“[...] Furthermore, the ice optical properties by Yang et al. (2010, 2013), which are used

23.

for the RT simulations in the present paper, based on a coupling of the maximum
diameter of the ice crystal and the aspect ratio, with the later one being different for
each patrticle shape [...]"

Figure C1: why not show the phase function for the ice crystal shapes and

effective radii which are actually used?

We follow the advice of the Reviewer and plot the phase functions for re of 5, 25,55, and 85
pum, which are the newly selected values for the simulations. Please see the revised diff file.
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Reply to Community Comment #1 (Dennis Piontek and Ulrich Schumann) (Community
comment on “Radiative effect by cirrus cloud and contrails — A comprehensive sensitivity
study” by Kevin Wolf et al., EGUsphere, https://doi.org/10.5194/egusphere-2023-155-CC1,
2023)

We thank Dennis Piontek and Ulrich Schumann for the time they spent on the manuscript.
The comments helped to improve the manuscript, but more importantly spurred us into
repeating our calculations with (1) a completely revised libradtran configuration to ensure that
we use state-of-the-art parametrization; and (2) much extended parameter ranges to be better
representative of cirrus and contrails. The discussion in the manuscript has been revised to
reflect the new calculations and analyses. In the following, the Reviewer’s comments and the
corresponding responses are listed. The page and line references given by the Reviewer
relate to the manuscript in discussion. Numbers given from our side relate to the revised
manuscript.

For better legibility, the Community Comments are highlighted in bold and changes in the
manuscript are in italic.

The study of the radiative forcing of cirrus and contrails is an important task. In
particular the climate impact of contrails gets significant attention in the past years as
the avoidance of contrails by next- generation aircraft engines, the rerouting of flights,
and the use of sustainable aviation fuels promises to be an easily achievable climate
change mitigation strategy. In that sense, we want to applaud the authors for
contributing to this endeavor.

The authors present an ambitious study to evaluate the radiative forcing due to ice
clouds by performing a large number of radiative transfer calculations (94,000) for
different atmospheres, liquid water and ice cloud configurations (l.e., different optical
depths and heights), ice crystal sizes and shapes, surface temperatures and albedos,
as well as solar zenith angles. The radiative impacts in the thermal infrared and the
solar spectrum are quantified. For the calculations, the established radiative transfer
code libRadtran (Mayer & Kylling, 2005) was used.

As the authors pointed out, various studies already investigated the cloud radiative
forcing with different foci. However, we agree to the third reviewer: the statement in
lines 70-71 (most “comprehensive sensitivity study”) needs further work to become
fully justified. One comparable but missing study is “A Parametric Radiative Forcing
Model for Contrail Cirrus” by Schumann et al. (2012a). In this study, libRadtran was
used as well to simulate the thermal and solar cloud radiative forcing of contrails,
covering different surface and atmospheric conditions, solar zenith angles, seven
different ice particle shapes and effective particle radii up to 45 pm, different liquid and
ice water configurations. In total, 36,576 calculations were performed. Based on this
dataset, approximations of the long- and shortwave radiative forcing due to contrails
were derived. The study also shows sensitivity studies with respect to various
quantities (e.g., contrail optical depth, solar zenith angle, effective albedo).



Due to the strong similarity of the simulated datasets of Wolf et al. And Schumann et
al., it appears mandatory to perform a direct comparison. Thus, we compared in a
quick first study the calculations of Wolf et al. With the parameterizations developed by
Schumann et al. Those are implemented in the Python package pycontrails
(https:/lIpy.contrails.earth) which includes (among others) the “Contrail Cirrus
Prediction Tool” (CoCiP, Schumann, 2012b).

The approximation of the longwave radiative forcing needs 5 inputs, which we
estimated by data from Wolf et al. As follows:

Table (see original posting)

The ice crystal habits are considered separately, as the habit is given as an additional
parameter to the radiative forcing functions of pycontrails (here, it is mainly used to
convert r_vol back to r_eff internally; the parameterization of Schumann et al., 2012a,
relies solely on r_eff and is independent of the ice crystal shape). We considered rough
aggregates and droxtals. Wolf et al. Also performed calculations for plates. However,
the approximate conversion between r_eff and r_vol is non-linear (Schumann et al.,
2011); thus, we did not consider plates for the moment.

Note that the cirrus optical depths provided by Wolf et al. And used in the
approximation of Schumann et al. (2012a) are for different wavelengths (640 and 550
nm, respectively). However, we assume that the differences in the ice optical properties
are in the order of few percent (Lynch & Mazuk, 2001) and, therefore, negligible.

Unfortunately, also the definitions of “top of atmosphere” differ as Wolf et al. Define
“top of atmosphere (TOA) at 15 km” height. As a result, the upward thermal infrared
irradiance of Wolf et al. Can only be considered as an approximation of the outgoing
longwave radiation at top of atmosphere in the sense of Schumann et al. (2012a). This
is also visible when considering the downward thermal infrared irradiance of Wolf et
al., which is not zero but varies between roughly 7 and 10 W/m2. The difference in the
definition of top of atmosphere has also an impact on the inputs for the solar direct
radiation and the reflected solar radiation, as well as the resulting cloud radiative
forcings in the long- and shortwave spectrum.

Nevertheless, we find that the results of Wolf et al. And the approximations of
Schumann et al. (2012a) are in reasonable agreement (see plots below), with Pearson
correlation coefficients of 0.979 and higher. The longwave radiative forcing based on
Schumann et al. (2012a) is slightly smaller than the results of Wolf et al. Towards the
lower end of considered thermal infrared radiative forcings. For the shortwave
radiative forcing, we find a larger scatter between both results.

Although these results represent only a first quick look into the matter and further
investigations might be necessary, the comparison already seems to show that the
calculations presented by Wolf et al. (and, thus, the underlying input datasets and

assumptions) agree with the work presented by Schumann et al. (2012a).

We thank both authors for this interesting companion. The plots they provided indicate that
the parameteriziations and the simulated RE agree, which increases the confidence in our
and their results. The increasing differences in AF towards smaller cloud optical thickness are
explained by the increasing contribution of ambient conditions and the decreasing contribution



of the ice cloud itself. Consequently, parameters like the surface albedo or humidity profile,
become more influential and important, and lead to deviations and the scattering.

However, a detailed comparison between the simulations and the parameterization is beyond
the scope of the presented study. A dedicated study, which addresses these differences in
detail might be a useful contribution to the literature.

Further major comments to the manuscript:

We appreciate that the results in Wolf et al. Are close to the results in Schumann et al.
(2012), but we miss a discussion of a) the variable humidity: It is well known that the
relative humidity over ice is often close to 100 % near cirrus and contrails (see Li et al.,
2023). But, what is the relative humidity in your profiles?

We have added plots of the temperature and relative humidity profiles used in the calculations
to the appendix.

In addition, we have performed an analysis of the sensitivity of our results with respect to the
RH profiles. Anderson (1986) states that standard profiles are subject to variations between
10 and 30%. So, we varied the original RH profiles by +/- 20% and repeated the simulations
for a sub-set of the total range of simulations. The modified profiles are used to a) account for
the potential variation in the profiles and b) to estimate the impact of different RH profiles on
simulated solar, TIR, and net radiative effect. Variations in RH did not show an impact on F
(+/- 0.4%) but modify F (+/- 4.1%) and Fne (up to +/- 8), particularly the relative values of Fe:.
We did not modify the RH profiles around the cloud, but this could be looked at in a follow-up
study.

b) any other absorbing gases or species (03, CO2, aerosols)?

Temperature and humidity profiles from libRadtran (Emde, 2016) are used, which base on the
atmospheric profiles from Anderson, 1986. As already mentioned in the manuscript, molecular
absorption is included but now the individual gases that contribute to the absorption are
explicitly stated in the manuscript. The atmospheric composition, i.e., concentration of the
gases, is also taken from the atmosphere profiles of Anderson, 1986. Absorption by aerosol is
not considered in our simulations.

Discussion of importance of large solar zenith angle SZA > 70°: The shortwave
radiative forcing reaches a maximum near or above that SZA value, see Figs. 7 and 8 in
Schumann et al. (2012), Fig. 12 in Markowicz & Witek (2011), Fig. 1 in Myhre & Stordal
(2001); and hence this parameter range is important at sun dawn in early morning/late
evening (Meerkotter et al., 1999).

The problem with high SZA is, however, that clouds in general, and contrail cirrus
clouds in particular, can only very roughly be approximated as horizontally
homogenous, in particular when the sun is low over the horizon. We miss a study on
the 3d-effects of contrails (depending among others on SZA, azimuth of contrail-line
direction relative to the sun, on the width/thickness ratio of the contrails lines (Forster
et al., 2014), besides the 3d clouds in the contrail neighborhood), besides the effects of



non-spherical Earth geometry and solar radiation refraction in the atmosphere at high
SZA.

The Reviewers raise an important point. Following the suggestion and the provided literature,
we extended the range of simulated SZA to 85°. Based on these additional simulations, we
added a paragraph to the manuscript, in which we discusses the sensitivity of solar AF on
SZA and link the discussion with the provided literature.

We chose a maximum SZA of 85° because the radiative transfer solver “DISORT” treats
atmospheric layers as plane-parallel. Results for 8 > 85° are likely nonphysical and have to be
treated with caution (Stamnes, 2000; Buras, 2011). In addition, the biases between 1D and
3D simulations increase with SZA and are now highlights in the introduction of the manuscript.

With respect to your Appendix B: In Schumann et al. (2012), Bernhard Mayer noted:
“the irradiances are computed using the discrete ordinate solver by Stamnes et al.
(1998), version 2.0, with six streams, which allows accurate simulations of
irradiances.” We wonder why you need 16 streams and cannot calculate at high SZA?
Do you want to say that the former results are significantly inaccurate for
methodological reasons? We expect small differences between 6 and 16 streams.

and

The test example assumes a surface albedo of one and liquid water clouds below the
ice clouds. Hence the solar forcing is small in this case. Is this the best test case?

The choice of 16 streams comes from a compromise between computational time accuracy.
We found a small, worthwhile gain in accuracy when increasing the number of streams from 8
and 16. Adding more streams provides only negligible additional accuracy. The presented plot
D1 in the appendix shows only one exemplary cloud scenario.

The case was selected to have a significant fraction of upward irradiance (contribution from
the surface) plus adding the interaction of a liquid water cloud. The aim was to create a profile
with cloud-surface-cloud-radiation interaction. The selected example might not be the ideal
case and, therefore, the conservative approach with 16 streams is used.

The manuscript has not been changed in this regard.

Why do you use the older Fortran version of libRadtran? The more stable C-Version is
available since 2010.

This is an important comment. We switched to the DISORT solver and repeated the
simulations.

Another important issue, which is so far only approximately covered, is the effect of
overlapping contrail cirrus clouds. We found (see Schumann, Poll et al., 2021) that
Europe is covered frequently by very many contrails which get wide compared to the
lateral distances to other contrails so that they partially overlap each other and so that
contrails forming above or below the first contrails experience a changed radiation
field with different effective OLR/RSR values. We used a rough approximation to



account for this effect and found that it changes the computed net RF by a factor of
order two over Central Europe, depending on air traffic density and humidity.

In a recent study by Sanz-Morere et al. (2021) it is reported that contrail-contrail radiative
effects can likely be neglected in estimates of the radiative effect. Furthermore, adding a
second ice cloud / contrail to the simulations would add another dimension in the multi-
dimensional simulation set-up. Here we wanted to focus on the basic dependencies.

“The parameter selection of this sensitivity study was motivated by Meerkétter et al.
(1999), which was supported by previous studies, for example Fu and Liou (1993),
Zhang et al. (1999), Yang et al. (2010), or Mitchell et al. (2011). Schumann et al. (2012)
then parameterized the effects of the parameters identified by Meerkétter et al. (1999)
on the cloud RE. Additional influences like aerosol layers, more complex surface
albedo, or multiple overlapping cirrus and contrails have not been investigated here
and represent additional degrees of freedom. For example, previous studies found that
aerosols have only a minor influence on contrail RE (Meerkdétter et al., 1999) and
Sanz-Morére et al. (2021) reported that the impact of overlap between contrails on
their RE is negligible. Nevertheless, the present study covers the parameters that most
directly affect cirrus RE.”

Line 192, Eq. 11: Why do you need the factor B? The r_vol is defined with 3 = 1 for
arbitrary habits, see Schumann et al. (2011), Eq. 18, at least for fixed ice density pice .
More important (besides pice for porous crystals), is the ratio C=r_vollr_eff, see Eq. 1
in the same paper. Do your results change and how much if you use 8 = 1 consistently
in your study?

Due to this and other Reviewer comments, the set of equations have been revised in the
updated manuscript. A more accurate mass-size relationship if provided in the manuscript
following Mitchel (2002). We direct the authors to the diff file and see section 2.2.

Minor comments to the manuscript:

Why do you use the term “Radiative Effect, RE”? We think that the term “Radiative
Forcing RF” is more often used. What is the difference between RE and RF?

Although the terms radiative forcing and radiative effect are often used interchangeably in the
literature, they have different meanings. Cloud radiative effect is the contribution of clouds to
the Earth’s radiative budget. Radiative forcing means a change in radiative effect since pre-
industrial conditions. In the case of contrails, which were not present in the atmosphere in
pre-industrial conditions, radiative effect and forcing are equal. But that is not true in general,
which is why we use the term “effect”.

Line 32: We do not understand why you cite Jensen et al. (1994) here: “contrails are
short lived and can persist...”. Jensen et al. Discuss tropical cirrus, not contrails. Here
the paper by Schumann (1996), even if not the first (see also Schumann, 1994, and
Busen & Schumann, 1995) is often cited as the most comprehensive introduction of



contrails in literature at least until that time (see also Schumann & Heymsfield, 2017a,
besides Karcher, 2018).

Agreed. The citation from Jensen (1994) was removed and references from Schumann
(1994), Schumann (2017), and Karcher (2018) were added.

Line 35: Regarding the importance of cirrus cloud cover and contrails over Europe,
you may also refer to Schumann, Penner et al. (2015) and Schumann, Bugliaro et al.
(2021).

This is correct and we added these two references to the text in line 35.

Line 36: The fact that shortwave radiative forcing is mostly negative is well known. It
should be mentioned that it can be positive for high surface albedo and high
absorption in the atmosphere between ground and cirrus cloud as discussed in
Meerkoétter et al. (1999), page 1089, right column. See also Myhre & Stordal (2001), Fig.
1 (but published without explicit explanation).

This is an important point. Nevertheless, the sentence is meant as a general introduction here
with the emphasis on ‘most of the cases’. Nevertheless, we value the suggestion and include
the two citations later in the manuscript, where the influence of a high surface on the cirrus /
contrail radiative effect is discussed.

Line 137: Presumably the most comprehensive collection of aircraft in-situ and remote
sensing measurements of contrail properties can be found in Schumann, Baumann et
al. (2017b) and in the therein described open-access contrail library “COLI”; they cover
not only young but also the more important aged contrails (partially exceeding 10,000
s).

We thank the Reviewers for providing this citation. It was added to the manuscript to provide
guidance for the interested reader.

Line 158, Eq. 7 to 9: Very similar equations can be found in Schumann et al (2011).

We find it strange that you cite Meerkétter et al. (1999) in the figure caption of Fig. 2,
but do not discuss similarities or disagreements in the content in the text. In fact, we
still have to identify any basic new information in your discussion of Fig. 2.

We adopted the excellent Figure design of Meerkdtter et al. (1999) for Figure 2 to provide a
good introduction for the more detailed investigation of the individual parameters. The
intention is not to compare to their results. We included a paragraph that describes the
intention behind the Figure in the manuscript.

“The presented analysis of solar, TIR, and net AF sensitivity on the selected input
parameters generally agrees with the results from Meerkoétter et al. (1999). We found
differences in the importance of the parameters, which are explained by the fact that



our simulations span a larger and different parameter range, for example in res and Ty .
In addition, the sensitivity analysis in Fig. 2 is sensitive to the selection of the reference
cloud.”

The discussion of re« and IWC as the most important parameter is incomplete and
partially misleading (at many places and in particular in section 3.3 and in the
summary, line 499). Physically, the most important parameter is the optical depth 1 of
the contrail cirrus, which is, among others, a function of r_eff, IWC and cloud
geometrical thickness D. The r_eff is a secondary factor besides crystal habit etc. Of
course, IWC, r_eff, D and crystal habits are important per se and possibly easier to
measure while models might primarily compute the IWC and then estimate crystal
habit and optical extinction Bext for given IWC and temperature (Heymsfield et al.,
2014), but T ~ Bext D, by definition, is the parameter which characterizes the impact of a
cloud layer on radiation transfer.

We partly agree with this comment. In our opinion, clouds can be regarded from two different
perspectives: microphysical properties and optical properties. In this paper we follow the
microphysical perspective, based on properties like ice water content and the ice particle size
distribution / rer. As the comment states, cloud optical thickness is then a function of IWC, res,
cloud geometric thickness, and particle shape.

The discussion of the importance of the surface temperature is misleading. It is not the
surface temperature that is important but the effective brightness temperature of the
atmosphere below the contrail cirrus, which in fact depends not only on the surface
temperature but also on water vapor and other IR absorber profiles and low level
clouds, besides spectral averaging. It was exactly this reason why Schumann et al.
(2012a) parameterized the longwave radiative forcing not as a function of surface
temperature (as also done by Corti & Peter, 2009), but as a function of OLR without
contrail cirrus.

We acknowledge the fact that the surface temperature does not alone determines the forcing
of a cirrus but the entire atmosphere between surface and the cirrus as a whole. However, we
use the surface temperature as a proxy for a certain temperature- and humidity profile to
represent three different regions on the Earth. In the revised version of the manuscript,
particularly in Section 3.5 and Appendix B, we better highlight the coupling of surface
temperature and related atmosphere profiles of temperature and humidity.

In summary, we highly appreciate that this study was performed and that we got
access to the data, since this gives us the chance to test our parameterizations, but the
paper needs considerable extensions and improvements before it can be published as
a “comprehensive” study.

We would like to answer this comment similar to Reviewer 3.
Claiming to provide a ‘comprehensive’ study is misleading. Following the suggestion of the
Reviewer we rephrased the objective of this study and removed ‘comprehensive’ from the title



and the manuscript. Nevertheless, the main objective remains, which is to identify the main
drivers of the cirrus RE among the eight selected parameters.

The selection of the parameters primarily based on the study performed by Meerkotter et al.
(1999), which was supported, e.g., by Fu and Liou (1993) as well as Yang et al. (2010), who
focused on the effects ce crystal habit and the ice water path. The effect of the ice crystal size
distribution was analyzed, for example, by Zhang et al. (1999) or Mitchell et al. (2011).

Later on, Schumann et al (2012) parameterized the cloud radiative effect in dependence of
the parameters identified by Meerkoétter et al. (1999). We take a slightly different approach
compared to Schumann et al (2012) and regard the cloud radiative effect of clouds from a
microphysical perspective instead of an optical perspective. In addition, we provide an update
of the calculations from Meerkétter et al. (1999) by using up-to-date radiative transfer models
in combination with the latest cloud optical properties.

Furthermore, we strive to identify the driving parameters of RE by sampling the input
parameter range, restricted to values that are typically associated with ice clouds. Finally, we
attempt to provide an open-access data set, which allows the user to extract cloud REs for
user-specific combinations of the input parameters. The data set might be coupled with cloud
microphysical models, e.g, the Contrail Cirrus Prediction Tool (CoCiP) from Schumann
(2012), to estimate the cloud radiative effect of the simulated contrails.



