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Abstract 
A fundamental issue associated with the dynamical downscaling technique using limited-
area models is related to the presence of a “spatial spin-up” belt close to the lateral 15 
boundaries where small-scale features are only partially developed. Here, we introduce a 
method to identify the distance from the border that is affected by the spatial spin-up 
(I.e., the spatial spin-up distance) of the precipitation field in convection-permitting model 
(CPM) simulations. Using a domain over eastern North America, this new method is 
applied to several simulations that differ on the nesting approach (single or double 20 
nesting) and the 3-D variables used to drive the CPM simulation. Our findings highlight 
three key points. Firstly, when using a single nesting approach, the spin-up distance from 
lateral boundaries can extend up to 300 km (around 120 CPM grid points), varying across 
seasons, boundaries, and driving variables. Secondly, the greatest spin-up distances occur 
in winter at the western and southern boundaries, likely due to strong atmospheric inflow 25 
during these seasons. Thirdly, employing a double nesting approach with a 
comprehensive set of microphysical variables to drive CPM simulations offers clear 
advantages. The computational gains from reducing spatial spin-up outweigh the costs 
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associated with the more demanding intermediate simulation of the double nesting. 
These results have practical implications for optimizing CPM simulation configurations, 30 
encompassing domain selection and driving strategies.  
 

1. Introduction 

One of the greatest challenges in climate science is to produce reliable high-resolution 

climate information that can be used to inform impact and adaptation strategies. Global 35 

simulations performed at convection-permitting scales, with horizontal grid spacing 

smaller than 4 km (Satoh et al., 2019), are feasible today, but remain computationally 

costly to produce multi-decadal climate projections and ensemble simulations. Dynamical 

downscaling with regional climate models (RCM; Giorgi, 2019) using limited-area domains 

is a more efficient way to run at convection-permitting resolutions since the 40 

computational cost is reduced considerably compared to global convection-permitting 

simulations (Prein et al., 2015; Lucas-Picher et al., 2021). In recent years, several 

multimodel CPM initiatives have been implemented in the context of the Coordinated 

Regional Climate Downscaling Experiment (CORDEX) Flagship Pilot Studies (Coppola et al., 

2020; Ban et al., 2021; Mooney et al., 2022). Limited-area models must be forced at the 45 

lateral boundaries (and sometimes in the interior of the domain) by reanalysis data for 

hindcast studies or by simulated data generated using global or regional (with a larger 

domain) climate models (e.g., Earth System Models, ESMs) (Laprise et al., 2008).  

A remaining open key question in the regional climate modeling community 

relates to the specific way limited-area models are nested by global data. For a long time, 50 

it has been recognized that boundary conditions influence the limited-area model 

solution close to boundaries of the domain and that such influence decreases towards the 

interior of the domain (Rajib and Rahman, 2012; Jones et al., 1995, 1997; Seth and Rojas, 

2003; Seth and Giorgi, 1998; Leduc and Laprise, 2009). As shown by Leduc and Laprise 

(2009), the atmospheric flow from the coarser driving simulation must travel some 55 

distance in the high-resolution limited area domain to allow enough time for the full 

development of the small-scale features. This distance, here denoted as the spatial spin-

up distance, depends on many factors including the horizontal resolution jump between 
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the driving and the nested model (Antic et al., 2004; Dimitrijevic and Laprise, 2005), the 70 

frequency update of the lateral boundary conditions, the selected driving variables and 

the characteristics of the mean atmospheric flow, e.g., whether the flow is entering or 

leaving the domain (Matte et al., 2017). Using a perfect model approach (i.e., the Big 

Brother and idealized CPM simulations), Ahrens and Leps. (2021) found the spin-up 

distance of precipitation to be at least 100 grid points deep along the lateral boundaries 75 

and could be as large as 200 grid points. 

A multi-nesting approach involves employing a driving strategy in which one or 

multiple intermediate simulations are performed using a regional climate model between 

the coarse driving data (reanalysis or ESM) and the convection-permitting model (CPM) 

simulation. Previous studies have shown that this technique can help reduce the spatial 80 

spin-up issue (Matte et al., 2016, 2017; Cholette et al., 2015). In terms of reducing the 

spatial spin-up, the multi-nesting approach has three main advantages: 1) it relaxes the 

driving data toward the model internal dynamics/physics, 2) it reduces the horizontal (and 

maybe vertical) resolution jump between the driving data and the CPM simulation, and 

3) it might increase the amount of information at the boundaries due to the use of a 85 

similar microphysics scheme which allows the exchange of additional variables. It should 

be noted that while the multiple nesting approach might offer certain advantages, 

whether simulations are improved compared to single nesting setups is still a subject of 

debate. For precipitation, Ahrens and Leps. (2021) found that the use of intermediate 

simulations with grid spacings within the grey zone (between 2-20 km) were not 90 

advantageous compared with a single nesting using coarser resolution data. Raffa et al. 

(2021) also found that driving the CPM by an intermediate simulation does not improve 

the performance of CPM simulation in the inner domain when looking at specific events 

but found similar performance for climate statistics. Additionally, according to Leps et al. 

(2019), the sensitivity of the performance to the jump in resolution between the nested 95 

domain and the driving data is minimal when the jump is equal to or below 6. 

The objective of this study is double. First, we develop a method to diagnose the 

spatial spin-up of convection-permitting simulations, focusing on the precipitation fields 
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simulated by the model and those obtained from the driving fields (ERA5 reanalysis data 

or the intermediate simulations). Second, we use the spatial spin-up diagnostic to assess 

different driving strategies. Several driving strategies are considered including the use of 

intermediate simulations (double nesting) and the use of different variables to drive the 

convection-permitting model, sometimes including microphysical variables in the driving 115 

fields. The analysis of the driving strategies includes an assessment of the total 

computational cost (storage and running costs) of simulations to put in perspective the 

advantages and disadvantages of each driving strategy.  

The paper is organized as follows: descriptions of the data and the model used are 

included in Sections 2.1 and 2.2 respectively, while a description of the experimental 120 

design of simulations is provided in Section 2.3. In Section 3, we describe how the spatial 

spin-up diagnostic is calculated, its application to simulations using different driving 

strategies and a discussion about the implications of our results for computing resources. 

A summary and conclusions are given in Section 4. 

2. Data and Methods 125 

2.1. The ERA5 reanalysis 

ERA5 (Hersbach et al., 2020) is the latest reanalysis produced by the European Centre for 

Medium-Range Weather Forecasts. ERA5 is produced by assimilating observations from 

different types and sources into the Integral Forecasting System Cycle 41r2 model, which 

has a horizontal grid spacing of about 31 km and 137 model levels up to 0.01 hPa. ERA5 130 

variables are also made available on a latitude-longitude grid with spacing of 0.25° and 

interpolated into 37 pressure levels from 1000 hPa up to 1 hPa at hourly intervals. We use 

temperature, geopotential height, horizontal winds and specific humidity at all 37 

pressure levels to drive our simulations. In addition, daily values (instantaneous values at 

12Z) of sea surface temperature and sea ice fraction are also used to force the model at 135 

the surface. 
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2.2. The CRCM6/GEM5.0 model  140 

In this study, we use the sixth generation of the Canadian Regional Climate Model 

(CRCM6/GEM5.0), which is currently being developed at the ESCER (Étude et simulation 

du climat à l’échelle régionale) center at UQAM (Université du Québec à Montréal). The 

CRCM6/GEM5.0 version used here is based on version 5.0.2 of the Global Environmental 

Multiscale model (GEM5) (McTaggart-Cowan et al., 2019b), which is the operational 145 

numerical weather prediction model used by the Meteorological Service of Canada.  

Two configurations of the CRCM6/GEM5.0 model are used in this study and differ 

in their horizontal resolution and the choice of some parameterizations (see Table 1). The 

first configuration, denoted as GEM12, uses a horizontal grid spacing of 0.11° (about 12 

km) and is run over the CORDEX North American domain (Giorgi and Gutowski, 2015) (see 150 

the green domain in Figure 1). For this large North American domain, large-scale spectral 

nudging is applied to horizontal winds and temperature variables. Spectral nudging is 

applied for levels higher than the 0.85 hybrid level (which corresponds to about 850 hPa) 

and for horizontal scales greater than 200 km using a relaxation time scale of 8 hours.  

 155 

A second configuration of the model, denoted as GEM2.5, is run in convection-

permitting mode using a horizontal grid spacing of 0.0225° (about 2.5 km). This 

configuration is run over a domain centered over southern Quebec, Canada, that covers 

a large part of northeastern North America (see the blue domain in Figure 1).  

 160 
Table 1 : key features of the two model configurations (GEM12 and GEM2.5) employed in this study. 

 GEM12 GEM2.5 

Horizontal Resolution (°) 0.11 0.0225 

Domain size (#x-#y) 655-655 1330-1060 

# vertical levels 71 66 

Model lid (hPa) 10 25 

Microphysics scheme Sundqvist or P3 P3 

Shallow convection scheme Bechtold Kuo-Transient 
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Deep convection scheme Kain-Fritsch Explicit 

 185 

GEM12 can produce precipitation in two ways, i.e., through the Kain-Fritsch deep 

convective scheme (Kain and Fritsch, 1990; McTaggart-Cowan et al., 2019a) and by 

explicitly condensating water vapour at the grid scale. While GEM12 uses a shallow 

convection scheme (Bechtold et al., 2001), this does not produce precipitation. GEM2.5 

produces precipitation also in two ways, through the Kuo-Transient shallow convection 190 

scheme (Bélair et al., 2005) and by explicitly condensating water vapour as the deep 

convective parameterization scheme is turned off. To condensate and create 

hydrometeors at the grid scale, two schemes are available in the GEM12 model 

framework: a simple condensation scheme (Sundqvist et al., 1989) and a more 

sophisticated microphysics scheme called P3 (Morrison and Milbrandt, 2015; Morrison et 195 

al., 2015; Milbrandt and Morrison, 2016). The Sundqvist scheme uses a single prognostic 

variable that represents a cloud water/ice category, while P3 uses a total of eight 

prognostic variables, four prognostic variables for the liquid phase and four prognostic 

variables for the solid phase with multiple types of hydrometeors. When using the 

GEM2.5 model, only the P3 microphysics scheme is used. To improve the sensitivity of P3 200 

to the model resolution, all simulations use a subgrid cloud and precipitation fraction 

scheme that was recently developed (Chosson et al., 2014; Jouan et al., 2020). 

GEM12 and GEM2.5 use version 3.6 of the Canadian Land Surface Scheme (CLASS) 

(Verseghy, 2000, 2012) with 16 soil layers down to a maximum depth of 10 m. An earlier 

version of CLASS have been used in a number of studies with the fifth-generation of the 205 

Canadian Regional Climate Model (CRCM5) (Zadra et al., 2008; Lucas-Picher et al., 2017; 

Martynov et al., 2013). In addition, all simulations use the Fresh-water Lake (Flake) model 

(Martynov et al., 2012) to represent lake surface temperatures.  

Supprimé: (Kain and Fritsch, 1990; McTaggart-Cowan et al., 
2019b)…210 

Supprimé: (Bechtold et al., 2001)

Supprimé: (Bélair et al., 2005)

Supprimé: (Sundqvist et al., 1989)

Supprimé: (Morrison and Milbrandt, 2015; Morrison et al., 
2015; Milbrandt and Morrison, 2016)215 

Supprimé: (Chosson et al., 2014; Jouan et al., 2020)

Supprimé: (Verseghy, 2000, 2012)

Supprimé: (Zadra et al., 2008; Lucas-Picher et al., 2017; 
Martynov et al., 2013)

Supprimé: (Martynov et al., 2012)220 



   
 

   
 

7 

 
Figure 1: Domains used for the GEM2.5 simulations (blue square) and GEM12 simulations (green square). Domains 

shown do not include grid points in the relaxation or blending zone. 

 

2.3. Experimental design of simulations 

Seven simulations were performed using the convection-permitting version of 225 

the model (GEM2.5) to evaluate the sensitivity of the spatial spin-up to the driving 

strategies. Figure 2 presents the different driving strategies. A first GEM2.5 simulation, 

denoted as GEM2.5 (ERA5), is driven at the boundaries using pressure-level standard 

driving variables (𝑆𝐷𝑉!"#$) from the ERA5 reanalysis. 𝑆𝐷𝑉!"#$	includes horizontal wind 

components, temperature, geopotential height and specific humidity on 37 pressure 230 

levels. A second GEM2.5 simulation, denoted as GEM2.5 (SU), is driven by a GEM12 

simulation performed using the simple condensation scheme of Sundqvist (GEM12_SU 

(ERA5)) and the hybrid model-level standard driving variables (𝑆𝐷𝑉%&'"). 𝑆𝐷𝑉%&'"  in the 

GEM12 case are different from those used with ERA5 as they include horizontal wind 

components, temperature and specific humidity on 71 model levels plus the orography 235 

(geopotential height at the surface). A third GEM2.5 simulation (SU-W) is the same as 

the previous one, but the vertical velocity from the GEM12_SU (ERA5) simulation is also 

included in the driving data. In addition, four other GEM2.5 simulations were performed 

using a GEM12_P3 (ERA5) simulation at the boundaries: 
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1) GEM2.5 (P3-C): this GEM2.5 simulation is driven at the lateral boundaries by the 

SDVs plus the 3-D liquid cloud hydrometeors (liquid cloud mass mixing ratio 245 

(𝑞( 	(𝑘𝑔	𝑘𝑔)*)) and liquid cloud number mixing ratio (𝑁( 	(#	𝑘𝑔)*)) from GEM12_P3 

(ERA5).  

2) GEM2.5 (P3-CR): same as 1) with the addition of the 3-D rain hydrometeors 

(mass rain mixing ratio (𝑞" 	(𝑘𝑔	𝑘𝑔)*)) and rain number mixing ratio (𝑁" 	(#	𝑘𝑔)*))). 

3) GEM2.5 (P3-CRI): same as 2) with the addition of 3-D ice hydrometeors (total ice 250 

mass mixing ratio (𝑞+,-.-	(𝑘𝑔	𝑘𝑔)*)), rime mass mixing ratio (𝑞+,"+/	(𝑘𝑔	𝑘𝑔)*)), total ice 

number mixing ratio (𝑁+,-.-	(#	𝑘𝑔)*)) and rime volume mixing ratio (𝐵+,"+/	(𝑚0𝑘𝑔)*))). 

4) GEM2.5 (P3-WCRI): same as 3) with the addition of the 3-D vertical speed (actual 

model vertical velocity (𝑤"#12 	(𝑚	𝑠)*)) and coordinate vertical velocity (𝑤(.")). 

All four GEM2.5 (P3-xxx) simulations described above are driven by the same GEM12_P3 255 

(ERA5) simulation. But read different variables at the lateral boundary conditions, with 

GEM2.5 (P3-WCRI) being driven by the full set of 3-D dynamical, thermodynamical and 

microphysical variables. 

All our GEM  simulations use a Newtonian relaxation scheme of 10 grid points to 

constrain all GEM-simulated prognostic variables 𝑣 in the neighborhood of the boundaries 260 

toward the externally prescribed field �̅� (Davies (1976). Essentially, in the relaxation zone 

(sometimes denoted as sponge zone), a term of the form 𝐾(𝑣 − �̅�) is added to the 

prognostic equations. In our formulation, the weights 𝐾 follow a cosine-squared profile 

which decreases from a value of 1 in the outside to a value of zero in the inside of the 

relaxation zone.  In addition, an extra 10 grid points are used for the calculation of semi-265 

Lagrangian trajectories. Furthermore, GEM2.5 or GEM12 simulations are driven from the 

top with a lid at 25 hPa and 10 hPa, respectively. All simulations were initialized on 1 

September 2015 and the analysis was performed for the period between the 1 December 

2015 to 30 November 2017 (two years are used for each season). 
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Figure 2 Schematic presentation of the various driving strategies used to generate the spatial spin-up ensemble of 

simulations. Standard driving variables (𝑆𝐷𝑉_"#$% and 𝑆𝐷𝑉_&'(#) refer to the minimum set of variables that are 

necessary to run GEM2.5 simulations using pressure and hybrid vertical levels and are specified in the text (see Section 285 
2.3). Other variables used to drive GEM2.5 are actual and coordinate vertical velocities (𝑤)), two liquid cloud variables 

(𝐶)), two liquid precipitation variables (𝑅)) and four ice hydrometeor variables (𝐼*). See the text for more details about 

microphysics variables. 

3. Results 

3.1. Spatial spin-up distance (SSUD) diagnostic 290 

A spatial spin-up diagnostic (SSUD) is proposed here to quantify the spatial spin-up at each 

boundary (eastern, western, northern, and southern boundaries) for different seasons. 

Estimating SSUD requires several steps that are described below. First, let us denote the 

time average precipitation at each grid point (𝑖, 𝑗) by 𝑝+,3  with 𝑖 varying between 0 and 

𝑁+-1 (domain size in the x direction) and 𝑗 varying between 0 and 𝑁3-1 (domain size in the 295 

y direction). Top panels in Figure 3 show DJF fields of 𝑝+,3 	for ERA5 and GEM12_P3 (ERA5) 

and bottom panels show 𝑝+,3  for the two simulations GEM2.5 (ERA5) and GEM2.5 (P3-

WCRI). All four fields show similar large-scale patterns of mean precipitation with a 

general increase towards the east of the domain and a maximum over the Atlantic Ocean. 

While GEM2.5 precipitation fields (bottom row) present higher fine-scale variability, 300 
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which may be considered as part of the added-value of finer resolution, lower 

precipitation along some of the boundaries, particularly over the southern boundary, are 

clearly a defect from the lateral spin-up.  

 

(a) 

 

(b) 

 

(c) (d) 

  

 
Figure 3: Winter (DJF) mean precipitation rate over the GEM2.5 domain for (a) ERA5), (b) GEM12_P3 (ERA5) (c) 310 
GEM2.5 (ERA5) and (d). GEM2.5 (P3-WCRI), 
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To quantify the artifacts created by the GEM2.5 simulation close to the boundaries, we 

calculate the average of the mean precipitation field 𝑝+,3  in the meridional and the zonal 320 

directions: 

�̅�3+ =
1

(1 − 2𝐴)	∙ 𝑁3 = 𝑝+,3

(*)5)	∙9!

3:5∙	9!

 

�̅�+3 =
1

(1 − 2𝐴) ∙ 	𝑁+ = 𝑝+,3

(*)5)∙	9"

+:5∙	9"

 

where 𝐴 = 0.25. Excluding a ribbon of width equal to a quarter of the domain around the 

perimeter prevents the zonal and meridional averages from being contaminated by the 325 

spatial spin-up in the other direction. In addition, to account for the fact that the mean 

precipitation rate can be different for different products, the zonal and meridional 

averages are normalized by the domain- and time-averaged precipitation rate (�̂�):  

〈𝑝;C 3〉 =
𝑝;C 3

�̂�  

〈𝑝<C +〉 =
𝑝<C +

�̂�  330 

(a) (b) 

  

(c) (d) 
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Figure 4: Average of the mean precipitation field in the meridional (a) and (b) panels) and the zonal ((c) and (d) panels) 

directions for GEM2.5 (ERA5) and GEM2.5 (P3-WCRI) simulations and the corresponding driving data ERA5 and 

GEM12_P3 (ERA5) Each panel shows results for a different boundary driving. Eastern and northern boundaries have 335 
been mirrored so the grid point 0 always denotes the grid point closest to the boundary. 

Figure 4 shows 〈𝑝;C 3〉 and 〈𝑝<C +〉 for GEM2.5 (ERA5) and GEM2.5 (P3-WCRI) simulations and 

their corresponding driving data within 400 grid points from each boundary. The north 

and east boundaries have been mirrored so the zeroth grid point always denotes the first 

grid point from the boundary. In addition, a Gaussian filter with a sigma equal to 5 grid 340 

points has been used to smooth the fine-scale precipitation variability. This implies that 

the minimum spin-up distance identified by the algorithm is about five grid points. In 

general, GEM2.5 simulations follow closely the driving data away from the boundary, but 

significant differences can be observed near the boundaries. This is especially noticeable 

for some boundaries (e.g., south border). It is also clear that the simulation GEM2.5 345 

(ERA5) that is directly driven at the boundaries by the ERA5 reanalysis shows larger 

deviations from its driving data than the simulation GEM2.5 (P3-WCRI) that uses a full set 

of microphysical variables as driving fields. 

The differences between 〈𝑝;C 3〉 and 〈𝑝<C +〉 as obtained from the GEM2.5 simulation and the 

driving data can be used to estimate the SSUD. In particular, the relative difference (𝑅𝐷) 350 

between |𝑝;C
3| from a GEM2.5 simulation and the corresponding driving data can be 

calculated as follows: 

𝑅𝐷3 =
〈𝑝;C 3〉(𝐺𝐸𝑀2.5) − 〈𝑝;C 3〉(𝑑𝑟𝑖𝑣𝑖𝑛𝑔)
〈𝑝;C 3〉(𝐺𝐸𝑀2.5) + 〈𝑝;C 3〉(𝑑𝑟𝑖𝑣𝑖𝑛𝑔)
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𝑅𝐷3 =
〈𝑝<C +〉(𝐺𝐸𝑀2.5) − 〈𝑝<C +〉(𝑑𝑟𝑖𝑣𝑖𝑛𝑔)
〈𝑝<C +〉(𝐺𝐸𝑀2.5) + 〈𝑝<C +〉(𝑑𝑟𝑖𝑣𝑖𝑛𝑔)

 

Figure 5 shows that, away from the boundaries, the relative differences fluctuate around 

0, although the mean value (𝑅𝐷NNNN) may deviate slightly from 0. We estimate the variability 

of the relative difference by computing its standard deviation far from the boundary so 

that the variability is not contaminated by the spin-up. Arbitrarily, we assume that the 365 

spin-up distance is smaller than 133 grid points (corresponding to 33 % of the 400 grid 

points considered) and the standard deviation of the relative difference (𝜎(𝑅𝐷)) is 

calculated using grid points between 133 and 400. Values of 𝑅𝐷 ± 2.5 ∙ 𝜎(𝑅𝐷) are shown 

using a shaded colored area. The SSUD is then determined as the largest distance away 

from the boundary for which the mean relative difference (𝑅𝐷NNNN) is lower than 2.5	 ∙ σ(RD) 370 

from the mean relative difference. The SSUD values are shown in Figure 5 using large dots. 

If the relative difference has a Gaussian distribution, then the choice of 2.5	 ∙ 𝜎(𝑅𝐷) 

implies that the SSUD would be incorrect in only 0.3 % cases. 
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(c) (d) 
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Figure 5: Mean precipitation relative difference (𝑅𝐷) between GEM2.5 simulation and the corresponding driving data 

for the zonal (top panels) and meridional (bottom panels) averages (dotted lines). Dashed lines show two times the 

standard deviation of the uncontaminated relative difference RD. Dots show the estimated SSUD in each case. Values of 380 
𝑅𝐷)))) ± 2.5 ∙ 𝜎(𝑅𝐷) are shown using full lines. The SSUD values are shown using large dots. 

For the GEM2.5 (ERA5) simulation, we obtain SSUD values of 72, 32, 116 and 60 grid points 

for the west, east, south, and north boundaries, respectively. For the GEM2.5 (P3-WCRI) 

simulation, we obtain SSUD values of 0, 0, 60 and 0 grid points for the west, east, south, 

and north boundaries, respectively. These results align well with a visual examination of 385 

Figure 4. Since several parameters such as the total distance from the boundary, the free 

spin-up distance, and the number of standard deviations from the mean are selected 

arbitrarily, Section 3.4 assesses the sensitivity of the algorithm to the choice of these 

parameters. 

 390 

3.2. Dependence of SSUD on the driving strategy 

Figure 6 shows that SSUD values depend strongly on the season, the boundary, and the 

simulations, and vary between 0 and 116 grid points. Difference between GEM2.5 (SU) 

and GEM2.5 (SU-W) are generally very small for all seasons and borders. GEM2.5 (SU-W) 

and GEM2.5 (SU) SSUD values are sometimes larger than GEM2.5 (ERA5) values. As an 395 

example, in MAM at the west boundary, GEM2.5 (ERA5) has a SSUD of 26 points, GEM2.5 

(SU) has a SSUD of 97 points and GEM2.5 (SU-W) has a SSUD of 101 points. On average, 

however, simulations driven by GEM12_SU (ERA5) show lower SSUD value than those 

driven directly by ERA5 (e.g., in DJF).  
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Interestingly, GEM2.5 (P3-C) and GEM2.5 (P3-CR) have always similar SSUD values to each 410 

other. They are often, but not always, lower than SSUD values obtained from GEM2.5 (SU) 

and GEM2.5 (SU-W) (see for example the north boundary for DJF and MAM). 

Results show that both simulations that are driven by ice hydrometeor variables (GEM2.5 

(P3-CRI) and GEM2.5 (P3-WCRI)) have consistently lower SSUD values than all other 

simulations. In DJF, only the south boundary shows non negligible SSUD values for 415 

GEM2.5 (P3-CRI) and GEM2.5 (P3-WCRI) (SSUD is about 60 grid points). In MAM, SSUD 

values are generally small except for the west boundary, with SSUD values of 19 and 24 

grid points, and for the south boundary, with SSUD values of 27 grid points for both 

simulations. In SON, only the south boundary has a SSUD of around 27 grid points. In JJA, 

all simulations show low SSUD values except for GEM2.5 (ERA5) that shows a SSUD value 420 

of 83 grid points for the west boundary.  

The addition of vertical velocities to the driving fields seems to have a negligible effect on 

SSUD values as demonstrated by the small differences between GEM2.5 (SU) and GEM2.5 

(SU-W), and between GEM2.5 (P3-WCRI) and GEM2.5 (P3-CRI). These results indicate that 

passing all eight microphysical variables from P3 (CRI) to the nested domain implies a 425 

much higher benefit than passing the vertical wind speed velocities (W). 
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(c) (d) 
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Figure 6 SSUD estimated for different boundaries, seasons and all members of the spatial spin-up ensemble driving 440 
strategy. SSUD is expressed in km.  

3.3. Seasonal and boundary dependence of SSUD 
Figure 7 summarizes previous results by showing mean SSUD values across different 

boundaries and different seasons for individual simulations. As noted earlier, SSUD values 

depend strongly on the driving strategy, the season, and the boundary. Averaged SSUD 445 

values across seasons and boundaries vary between 0 and about 70 grid points. The 

largest SSUD values are observed at the southern and western boundaries, followed by 

the northern and eastern ones. For the seasonal mean values, the largest values are 

obtained in winter followed by fall, spring, and summer. The SSUD generally decreases as 

more microphysical variables are included in the driving fields, leading to the largest SSUD 450 

values for the GEM2.5 (ERA5) simulation and the lowest for the GEM2.5 (P3-WCRI) 

simulation.  

According to Figure 7, the mean SSUD value remains unchanged despite the addition of 

certain variables in the driving data. Specifically, using a double nesting with the Sundqvist 

condensation scheme GEM2.5 (SU) and GEM2.5 (SU-W) does not always decrease the 455 
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SSUD value compared with the single nesting using ERA5. Similar results are obtained 460 

when using cloud (GEM2.5 (P3-C) and rain hydrometeors (GEM2.5 (P3-CR)) while the 

addition of vertical velocities affect little the SSUD values (e.g., GEM2.5 (P3-CRI) Vs. 

GEM2.5 (P3-WCRI)). The largest reduction in SSUD values occurs when ice hydrometeors 

are included as GEM2.5 (P3-CRI) systematically leads to lower SSUD than the GEM2.5 (P3-

CR) simulation. 465 

 

(a) (b) 

  

 
Figure 7 SSUD estimated for different boundaries and different seasons for the GEM2.5 (ERA5) and the GEM2.5 

(GEM12_P3-WCRI) simulations. The SSUD is expressed in km from the boundary. 

3.4. Sensitivity of SSUD calculation 
The estimation of the SSUD diagnostic depends on several parameters and its sensitivity 470 

is evaluated here. Figure 8a shows SSUD values as estimated using different choices of 

parameters for the number of standard deviations from the mean (1.5𝜎, 2.5𝜎 and 3.5𝜎) 

and the percentage of the distance without spin-up (25 % and 33 %) as a function of the 

total number of grid points from the boundary. SSUD values depend strongly on the 
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number of standard deviations with mean values around 38 grid points for 3.5𝜎 and about 

60 grid points for 1.5𝜎. For 2.5𝜎 and 3.5𝜎, SSUD mean values depend little on the total 

number of grid points and the assumed distance without spin-up.  

Figure 8b shows the ratio of SSUD values between the GEM2.5 (ERA5) and the GEM2.5 485 

(P3-WCRI) simulation. For 2.5𝜎 and 3.5𝜎, the ratio takes values between 0.25 and 0.2 and 

tends to slightly decrease as the total number of grid points increases from 300 to 500. 

SSUD values appear to be highly sensitive to the choice of the total number of grid points 

when using 1.5𝜎,suggesting that the 1.5𝜎 value might be a too low threshold. 

(a) (b) 

  

 
Figure 8 Panel (a) shows SSUD mean values (± one standard deviation) as estimated using different choices of 490 
parameters for the number of standard deviations from the mean (𝜎), the percentage of the distance with no spin-up 

(25 % and 33 %) as a function of the total number of grid points from the boundary. Panel (b) shows the ratio of SSUD 

between the GEM2.5 (ERA5) and the GEM2.5 (P3-WCRI) simulation.  

3.5. Implications of the spatial spin-up for computing resources 
Several GEM2.5 simulations with different driving strategies have been considered in this 495 

study. While all simulations are performed using the same GEM2.5 model configuration 

(i.e., same vertical and horizontal resolution and domain size), their effective 

computational costs vary depending on two factors: (1) the full cost of the GEM2.5 

simulation including the cost of running the intermediate simulation to generate all the 

driving data and (2) the reduction of the effective domain due to the spatial spin-up. The 500 
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computational cost of running simulations is shown in Figure 9 and Table 2. Furthermore, 

the third column in Table 2 indicates the disk space required for storing the driving fields, 

which could also pose a constraint and escalates significantly with the number of 3D 505 

prognostic variables. 

As we are interested in comparing the relative costs of simulations, computational costs 

are normalized by the cost of the GEM2.5 (ERA5) simulation. As expected, the least 

expensive simulation is the one directly driven by the ERA5 reanalysis, which does not 

require an additional simulation using the GEM12 model. The computational costs of the 510 

GEM2.5 simulations driven by GEM12 fields increase as the complexity of the GEM12 

increases because GEM12 becomes more computationally demanding (GEM12_P3 

(ERA5) is 50 % more expensive to run than GEM12_SU (ERA5) due to the more complex 

microphysical scheme), but also because GEM2.5 is computationally more expensive 

when additional variables must be read at the boundaries. Overall, a double-nesting 515 

approach increases the cost by about 12 % when driven by GEM12_SU (ERA5) and by 

about 20 % when driven by GEM12_P3 (ERA5). Furthermore, the cost does not depend 

on the choice of the season, but rather on the size of the domain and the complexity of 

the 12-km simulation. In our case, the 12-km domain is rather large as it corresponds to 

the North American CORDEX domain, and it could be reduced in the case that GEM12 520 

simulations are only performed to produce boundary conditions for the GEM2.5. 
Table 2 Computational cost of GEM12 and GEM2.5 simulations in core-years (CY) per 30 simulated days. The third 
column also includes the size (in GB) of the driving data for each simulation. 

 GEM12 cost  
(CY per 30 days) 

GEM2.5 cost 
(CY per 30 days) 

GEM12 driving 
data size 

(GB) 
GEM2.5 (ERA5) 0 1.99 3.6 
GEM2.5 (SU) 0.15 2.08 2.9 
GEM2.5 (SU-W) 0.15 2.09 4.6 
GEM2.5 (P3-C) 0.23 2.09 3.1 
GEM2.5 (P3-CR) 0.23 2.10 3.4 
GEM2.5 (P3-CRI) 0.23 2.14 4.0 
GEM2.5 (P3-WCRI) 0.23 2.15 5.6 
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The presence of spatial spin up implies that a part of the GEM2.5 domain provides 

unrealistic precipitation and must therefore be excluded in the final analysis. For each 535 

simulation, we can use the SSUD values to calculate the effective number of grid points 

where precipitation is not affected by spatial spin-up artifacts as follows: 

𝑁#== = (𝑁> − 𝑆𝑆𝑈𝐷#1$- − 𝑆𝑆𝑈𝐷?#$-) ∙ U𝑁& − 𝑆𝑆𝑈𝐷$.@-% − 𝑆𝑆𝑈𝐷A."-%V 

As expected, the largest fraction is obtained when considering GEM2.5 (P3-CRI) and 

GEM2.5 (P3-WCRI) for which more than 94 % of the domain is not affected by spin-up 540 

artifacts (Figure 9). The fraction of the domain decreases to about 75 % in the case of the 

GEM2.5 (ERA5) simulation in winter. 

Finally, the cost per effective grid point shows that, except for DJF, the least expensive 

simulation is the one that is directly driven by the ERA5 reanalysis because no additional 

simulation is needed (Figure 9). Except for JJA, the second most efficient simulations are 545 

those including ice hydrometeors GEM2.5 (P3-WCRI) and GEM2.5 (P3-CRI). Indeed, for 

most seasons, the decrease of the spatial spin-up is compensated by the cost of running 

the additional GEM12_P3 (ERA5) model. As expected, the gain of using a full set of 

microphysics variables is the largest for the seasons with the largest spatial spin up. 
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Figure 9 a) The computational costs of simulations, normalized by the cost of the GEM2.5 (ERA5) simulation. b) The 555 
normalized effective domain estimated as the fraction of grid points that is not affected by the spatial spin up. c) The 

combined effect of the computational cost and the effective domain estimated as the ratio between the normalized 

computational cost per grid point and the normalized effective domain. 

4. Conclusion 
Using limited-area domains, the dynamical downscaling technique provides a cost-560 

effective way of producing high-resolution climate information with regional climate and 

convection-permitting models (RCM and CPM) compared with global climate models. 

However, limited-area domain simulations suffer from spatial spin-up artifacts close to 

the domain boundaries where the low-resolution driving data is relaxed towards the 

higher-resolution model. In this paper, a spatial spin-up diagnostic (SSUD) estimating the 565 

distance from the boundary for which these artifacts are located was introduced using 

the precipitation variable. The SSUD was applied to an ensemble of simulations that uses 

different driving strategies for identifying the optimal driving strategy of CPM simulations. 

The results showed that the SSUD depends strongly on the boundary and season 

confirming previous results that suggested a strong dependence of the spatial spin-up 570 

with the atmospheric flow characteristics (Leduc and Laprise, 2009; Matte et al., 2017). 

Specifically, for the CPM simulation driven at the boundaries directly by the ERA5 

reanalysis, SSUD ranged from about 120 grid points (i.e., about 300 km) for the southern 

boundary in DJF to close to zero for the eastern/northern boundaries in JJA. This result is 

consistent with the findings by Ahrens and Leps (2021) that found SSUD value between 575 

Supprimé: 

Supprimé: (Leduc and Laprise, 2009; Matte et al., 2017)



   
 

   
 

22 

100 and 200 grid points when using idealized CPM simulations and a perfect model 

approach for the estimation of the SSUD. 

Regardless of the CPM simulation, the seasonal dependence of SSUD shows that the 580 

largest values are found in DJF, followed by MAM, SON and JJA. These results are 

consistent with Matte et al. (2017), which showed much higher values in winter than in 

summer, relating the differences with the strength of horizontal wind speeds for different 

seasons. Moreover, the results indicated that the SSUD is larger over the western and 

southern boundaries compared to eastern and northern boundaries. This is consistent 585 

with the western and southern boundaries being regions where the atmospheric flow 

enters the domain most of the time (Leduc and Laprise, 2009). Given these results, it 

seems that a minimum of 50 grid points should be removed at the inflow boundaries prior 

to analysis of the precipitation field for mid-latitude CPM experiments that use a single-

nesting approach.The SSUD depends on the choice of driving strategy. The SSUD 590 

decreases drastically when 3-D ice hydrometeors are used at the boundaries. The 

inclusion of vertical wind speed in the 3-D driving variables has no effect on the SSUD. 

Adding the 3-D liquid cloud/rain hydrometeors to the driving variables generally 

decreases SSUD values that remain dependent on the season and boundary. 

Two aspects of the computational costs of our simulations were assessed. First, we 595 

estimated the computational gain associated with a decrease of the spatial spin-up (cost 

per effective grid point). Second, we estimated the computational loss associated with 

the use of intermediate simulations. The least expensive simulation per “effective grid 

point” is the one using a single nesting that is directly driven by the ERA5 reanalysis, while 

the next least expensive simulations are the ones using the eight microphysical variables 600 

at the boundaries. These results demonstrate that when using all hydrometeors to drive 

the CPM, the effect of decreasing the spatial spin-up exceeds the effect of using an 

intermediate simulation. Among the two simulations using all hydrometeors, the optimal 

configuration would be the one without the vertical velocity at the boundaries because it 

increases by 40 % the data size of the driving data (Table 2) without changing the 605 

computational costs of running the model.  

Supprimé: suing 

Supprimé: ¶

Supprimé: (Leduc and Laprise, 2009)

Supprimé: ¶610 

Supprimé: 1



   
 

   
 

23 

Although our findings indicate that driving the CPM directly with the ERA5 reanalysis data 

is the most cost-effective solution, there are other reasons explaining why incorporating 

an intermediate simulation can bring benefits. The first one is that an intermediate 

simulation reduces the jump of resolution between a CPM and the driving fields when 615 

driven by a global climate model that are currently using grid spacing of 100 km. The 

second one is that the variability of SSUD values across boundaries and seasons is much 

larger for the simulation using a single nesting compared to the simulation using a double 

nesting. In practice, this makes the single-nesting simulation more problematic as it would 

require adjusting the effective domain for each season and boundary. Finally, the 620 

estimated computational costs of simulations using a double nesting was based on an 

intermediate simulation performed using an extended North American domain (the NA 

CORDEX domain). Decreasing the domain size of the intermediate simulation would make 

the double nesting approach even more efficient than the one estimated here.  

Overall, the current study focused solely on the issue of the spatial spin-up in the 625 

precipitation field using a single model. Subsequent investigations should develop into 

critical questions that remain unexplored in this study. First, the ability of each 

experimental setup to produce good quality meteorological variables was not addressed, 

as done by Ahrens and Leps, 2021, Leps et al., 2019 and Raffa et al., 2021 and additional 

work is needed to evaluate the impact of the several driving strategies in the performance 630 

of simulations away from the borders. Second, even though SSUD values are likely to be 

largest for the precipitation variable, it would be useful to assess SSUD values for other 

variables inside the CPM domain. Third, the determination of SSUD values was based on 

seasonal mean variables and it would be valuable to develop methodologies to assess 

SSUD values in specific situations (using for example the Big Brother framework). It is 635 

probable that, at certain times during a season, meteorological conditions may lead to a 

pronounced inflow at the boundaries, causing the SSUD to be significantly larger than the 

value estimated using seasonal mean values. Finally, the estimation of the spinup distance 

should be made using other CPMs and also over different domains (tropical Vs. mid-

latitude) to establish the dependence of our results on the choice of model/domain. 640 
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Data and code availability 
The seasonal means used in the current study can be accessed online at 655 

https://doi.org/10.5683/SP3/GBCE7U (last accessed on 6th July 2023). The code 

employed to calculate the spatial spin-up distance can be accessed online at 

https://doi.org/10.5281/zenodo.10054857  (last accessed on 14th December 2023). The 

CRCM6/GEM5.0 model code can be accessed online at 

https://doi.org/10.5281/zenodo.10372926 (last accessed on 18th December 2023). 660 
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