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Referee 3 (Report 1 04 Mar 2024)  

We are grateful to the referee for devoting time to our manuscript.  

We will here respond to comments made: 

 

(Comment 1) The reviewer acknowledges the authors' efforts in 

addressing the review comments. However, the current format of 

their responses lacks point-by-point clarification, posing challenges 

in evaluating their responses. Therefore, it is recommended to 

reformat the responses for clarity………………………………………………………….…2 

 

(Comment 2) Furthermore, considering the authors' assertion that 

the proposed 05 system simulates "5 to 7 main highs and lows that 

correspond to planetary waves (Rossby wave)," it would be 

advantageous to discuss whether the proposed system, without the 

Coriolis force, could replicate key features of the Rossby wave, 

including phase speeds. Historically, experiments such as dishpan 

experiments aimed to "simulate" weather features, yielding diverse 

outcomes like chaotic solutions and vacillation (e.g., limit  

cycle)…………………………………………………………………………………….……17 

 

(Comment 3) This study extends from the authors' previous 

research. The reviewer acknowledges the related efforts. However, 

after examining their earlier studies, the reviewer proposes the 

following: 1. Document and report the calculation of Lyapunov 

exponents (LEs) within the proposed 05 system. For instance, 

employing the 1963 model with common parameters, the largest LE 

(LE1) is 0.906, as exemplified in the link provided 

(https://sprott.physics.wisc.edu/chaos/lorenzle.htm). This task holds 

significant importance. 2. Develop the error growth model, e.g., 

dE/dt = sigma E (1 - E/Es), and furnish a mathematical expression 

for sigma and LE1 of the proposed system. It should be noted that 

 the long-time average of (1/E dE/dt) is not precisely equal to sigma………………………..19 
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(Comment 1)  - Referee 3 (Report 1 04 Dec 2023) - reformated 

We are grateful to the referee for devoting their time to our manuscript. The valuable comments 

and suggestions will help us to improve the paper. 

We will here respond to comments made: 

 

(Major Comment A) Different two-scale models in Lorenz (1996) and Lorenz (2005) 

Figure R1 displays the two-scale model proposed by Lorenz (1996, 2006), including Eqs. (3.2)-

(3.3) of Lorenz (2006). It is worth mentioning that Lorenz (1966) and Lorenz (2006) are the 

same article. Eq (3.2) for the large-scale flow does not include the explicit forcing term "F", 

which appears in his one-scale model. This is a typo. For the small-scale flow in Eq. (3.3), 

where F is not explicitly included, the coupling term acts as the forcing to derive the small scale 

process. Within the two-scale model, the grid system was illustrated in Figure R2 derived from 

Wilks (2005). Such a grid system is similar to the grid system of the multiscale modeling 

framework (MMF, e.g., Tao et al. 2008; Shen et al. 2011), consisting of a general circulation 

model (GCM, e.g., Lin et al. 2003; Lin 2004; Shen et al. 2006) for large-scale flows, and 

multiple copies of a cloud model (e.g., Tao 2003) for small-scale flows. Specifically, a copy of 

the cloud model at fine resolutions is embedded within each grid of the GCM.  

Within the 2005 models, Lorenz first included additional nonlinear terms in the 1996 one-scale 

model (e.g., Eq. 8 in Figure R3) for slow variables (represented as Xn). Based on the 1996 one-

scale model with coefficients of ("b2 ", "b", "0") for nonlinear terms, dissipative terms, and 

forcing term, respectively, a subsystem for fast variables (represented as Yn) was deployed and 

coupled with the subsystem for the slow variables. The coupled system with a 3 coefficient of 

"c" for coupling terms is referred to as the two-scale system (Eqs. 12a and 12b in Figure R4). 

The coupling terms were established based on a one-to-one relationship between Xn and Yn. 

Thus, the Lorenz 2005 two-scale model is different from the 1996 two-scale model. Will it be 

feasible for providing a diagram for illustrating the grid system within the 2005 two-scale 

model? 
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Response: Figure RR1 shows the similarity of the 1996 (Eqs. (1a) and (1b) in Figure R1) and 

2005 (Eqs. (12a) and (12b) in Figure R4) two-scale systems in the attempt to maintain 5 to 7 

main highs and lows and several smaller waves for large scales nX . While for the 1996 two-

scale system, this is ensured by a number of N large scale variables nX  close to 30 (and a 

number of JN variables for the small scales), for the 2005 system, it is ensured by linking the 

nX  variables as described in Eq. (8) in Figure R3 (with the same number of small scale 

variables, however, determined from Eq. (3.1) in Figure R1, see Figure RR2). The 2005 two-

scale system thus produces a smoother and more realistic evolution of the large-scale variable 

while maintaining properties similar to the 1996 system. 

The systems used in this manuscript, which are described in Appendix A (of the manuscript), 

address one more condition that brings them closer to real systems. This condition is the fact 

that the large scale and small scale features in Eqs. (1a) – (1b) in Figure R2 and Eqs. (12a) – 

(12b) in Figure R4 are represented by separate sets of variables instead of appearing as 

superimposed features of a single set. To satisfy this condition, the coupling of one small-scale 

variable and one large-scale variable is more realistic than the coupling that is present in the 

1996 system (Eqs. (1a) and (1b) in Figure R2). 

 

Figure RR1: Comparison of longitudinal profiles at one time of two-scale Lorenz systems (a) from 

1996 (Eqs. (1a) and (1b) in Figure R2) and (b) from 2005 (Eqs. (12a) and (12b) in Figure R4).  

 

Figure RR2: Comparison of schematic illustrations of two-scale Lorenz systems (a) from 1996 (Eqs. 

(1a) and (1b) in Figure R2) and (b) from 2005, where the inner wave curve represents the large-scale 

variables described by Eq. (12a) in Figure R4, which produce 5-7 main waves, and where the outer 

curve represents the small-scale variables described by Eq. (12b) in Figure R4, which are not limited by 

the number of waves. In contrast to (a), one large scale variable is coupled to one small scale variable. 
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(Major Comment B)  Dependence of findings on temporal spacing (i.e., ∆t) and "spatial" 

spacing (e.g., the number of sectors, N) 

 

As an analogy, the CFL condition, requiring c∆t/∆x < 1, here c is the space speed, suggests the 

importance of selecting temporal and spatial spacings for solution's stability. In this study, it is 

important to explore the impact of ∆t and N. 

 

Similarly, the concept of computational chaos (Lorenz 1989) also suggests the importance of 

wisely choosing ∆t. Computational chaos appears “when the exact solution varies periodically 

with time, there is sometimes a range of time increment where the computed solution is chaotic” 

(Lorenz 2006). Computational chaos can be illustrated by a comparison of the Logistic 

differential equation and the Logistic map (i.e., difference equation). While the former has 

analytical, regular solutions, the latter produces chaotic solutions when a control parameter is 

sufficiently large. A dependence of the control parameter on a temporal spacing (i.e., ∆t) can be 

shown by deriving the Logistic map from the Logistic differential equation (Shen et al. 2023). 

In this study, ∆t is 1/240 ~ 4.2 × 10-3 unit, N = 360 (indicating a "spatial" spacing), and L = 12 

(i.e., indicating complexities of scale interaction). It would be ideal for additional tests with a 

smaller ∆t = 10-5 (or ∆t = 10-4). Additionally, the choice of N and L should be explored since N 

= 960 and L = 32 were used in Lorenz (2005). 

As discussed below, the values of the coefficients for the coupling terms could impact the 

growth rate of the system as well. 

 

Response: The choice of the variable N = 360 was made because the value of the largest 

Lyapunov exponent λL05 of the system described by Eq. (8) in Figure R3 (F = 15, time unit = 5 

days) does not change for N = 360 and N = 960 (Table RR1) and therefore we chose the lower 

of the two values for computational efficiency. 

N 05L  

30 0.70 

60 0.29 

90 0.35 

120 0.32 

150 0.33 

360 0.33 

960 0.33 

Table RR1: Values of the largest Lyapunov exponent λL05 for selected numbers of variables N in the 

2005 Lorenz system (Eq. (8) in Figure R3, F = 15, time unit = 5 days). 

 

Figure RR3 compares the time evolution of the average value of the variables for the 2005 

Lorenz system (Eq. (8) in Figure R3) with time step ∆t=1/240 and ∆t=1/2400. It can be seen 

that the values are similar. Given this, we use the larger time step dt=1/240 for faster 

computations. 
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Figure RR3: Comparison of the time evolution of the mean value of the variables (N = 360) for the 2005 

Lorenz system (Eq. (8) in Figure R3) based on the same initial conditions with time step ∆t=1/240 (red 

dashed curve) and ∆t=1/2400 (black dotted curve). 

(Major Comment C) Impact of model's configuration and complexity on critical points 

(equilibrium points)  

 

Based on the linearization theorem, critical points of the Lorenz systems could roughly indicate 

the local behavior of the solutions. As a result, initial error growth should display a dependence 

on the equilibrium state. Please consider identifying the appearance of the critical points and 

perform stability analysis using the Jacobian matrix of the linearized system at each of the 

critical points. 

 

Below, a simple illustration for the linear stability analysis is provided using the 1996 one-scale 

model with N = 5. Based on the Figure R5 and Table R1, it is suggested that a larger F may 

produce a larger eigenvalue (a larger real part of the eigenvalue), suggesting a larger growth 

rate.  

Based on the following preliminary analysis of the one- and two-scale models with the same 

value of the forcing parameter F, the effective forcing parameter for the two-scale model is 

smaller, yielding a smaller leading eigenvalue (i.e., a smaller real part of the eigenvalue). This 

is consistent with the finding that Figures 5 and 6 display larger growth rates ( λ) within the 

one-scale system (e.g., L05-1) than the two-scale system (e.g., L05-2). [Such a finding is 

supported by the so-called aggregated negative feedback reported by Shen 2014, 2019.]  

 

Consider Eqs. (A2) and (A3). From the nonlinear terms of Eq. (A2) and (A3), we expect that 

X1,1 = X1,2 = X1,3 = ⋯ X1,c and X2,1 = X2,2= ⋯ X2,c may be a critical point. Here, X1,c and X2,c 

represent the value of steady state solutions for the slow and fast variables, respectively. From 

Eq. (A3), we have X2,c = cX1,c/b. Plugging the above into Eq. (A2), the right hand side of Eq. 

(A2) contains two dissipative terms, −X1,n and −c2X1,c/b, yielding X1,c = bF/(b + c2) < F. Namely, 

the effective forcing for slow variables is weaker, indicating a smaller growth rate within the 

two-scale model, as compared to the one-scale model. 
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On the other hand, the above along with Figure R5 and Table R1 only provide a preliminary, 

qualitative, analysis. The authors may want to further verify or comment the above since the 

Jacobian matrix for the two-scale system that includes fast variables is larger, as compared to 

the Jacobian within the corresponding one-scale system. 

 

 For example, with the two-scale or three-scale system, the value of parameter "b1" (b1 > 1) 

determine the (temporal) scale as well as the magnitude of the fast variables. Please provide 

justifications for the choice of b1 = 10 for the two-scale system but b1 = 1 for the three-scale 

system. Additionally, within the three-scale system, are nonlinear terms (e.g., c1 and c2 in Eq. 

A9) applied for coupling the "sub-systems" for the small- and medium-scale variables with the 

large-scale system? Please comment on the impact of c1 and c2 on system's stability. 
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Response: While for analytical studies the instability of fixed points (critical points) is certainly 

of high interest, we are interested in the typical error growth and therefore focus on the 

Lyapunov exponent on the chaotic attractor. Since the phase space is so high dimensional, we 

are not even sure that unstable fixed points are embedded in the chaotic attractor or whether 

they are outside, as they are in the Lorenz 1963 low dimensional model. We therefore calculate 

the maximal LE numerically in the following way: a reference trajectory (considered the "truth" 

or verification) and a trajectory which is the numerical solution of the systems with a given 

error, are repeatedly generated. For this scheme to be meaningful, we have to ensure that the 

reference trajectory is on the system's attractor and that the repetition of this scheme samples 

the whole attractor with correct weights (the invariant measure). We solve this issue in the 

following way: We first integrate the system over ten years (175200 steps), starting from 

arbitrary initial conditions, and assume that after discarding this transient, the trajectory is on 

the attractor. We continue to integrate this single trajectory and consider segments of it as 

reference trajectories for error growth, i.e., the many reference trajectories are simply segments 

of one very long trajectory, which ensures not only that all these segments are located on the 

attractor but that in addition, they sample the attractor according to the invariant measure. 

 

Figure RR4 compares the error growth rates of the L05-1 (Eq. (A1) in manuscript), L05-2 (Eq. 

(A8) in manuscript), and L05-3 (Eq. (A9) in manuscript) systems. In contrast to the reviewer's 

findings, the figure shows the smallest growth rate for the L05-1 system and the largest for the 

L05-3 system. We confirm that the effective forcing for slow variables is weaker, indicating a 

smaller growth rate within the two-scale model, as compared to the one-scale model. However, 

it should be noted that in Figure RR4 the values of the single-scale system (L05-1) are not 

compared with the large-scale values of the multi-scale systems (L05-2 and L05-3), but are 

compared with the total values of the L05-2 and L05-3 systems, where the large-scale and 

small-scale features are appearing as superimposed features of a single set. 

 

Figure RR4: Initial error growth tendency (rate) dE dt  as a function of the error magnitude E for L05-

1 system (Black, Eq. (A1) in manuscript), for L05-2 system (Red, Eq. (A8) in manuscript), and for L05-

3 system (Blue, Eq. (A9) in manuscript). 
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A justification for the use of the L05-2 (Eq. (A8) in manuscript) and L05-3 (Eq. (A9) in 

manuscript) systems as the "reality" and the L05-1 system as the "model." is presented in the 

manuscript (Lines 220-228 in revised manuscript): 
“This approach is justified by the fact that the L05-2 and L05-3 systems can be viewed as a variant of the L05-1 

system:  

   ( ), 1 1 1,,
/ = , ,tot n n nL n

dX dt X X X F t− +  (12) 

 where ( )    2

2 2 2 1 2,1, 1,
= , ,n nn n

F t b X X c X X bX F+ − +  for the L05-2 system and 

( )        2 2

1 2 2 2 3 3 1 2 1 2 3 2 1 2, 2 3,1, 1, 1, 1,
= , , , ,n n nn n n n

F t b X X b X X c X X c X X b X b X F+ + + − − +  for the L05-3 system are 

treated as a forcing, which varies in a complicated manner with time. We parameterize these small-scale 

phenomena contained in ( )nF t  by the average value of these phenomena, which is close to zero, and therefore we 

can write:  ( ) =15,nF t F  (13) 

 where    represents the mean calculated over a long orbit on the L05-2 and L05-3 systems attractors.“ 

 

The parameters of any multi-level Lorenz’s system (L96-2, L05-2, L05-3) should be set so that 

all levels behave chaotically (the largest Lyapunov exponent of each level is positive) and that 

all levels have a significant difference in amplitudes and fluctuation rates. For the L-96 system 

(Eq. (3.1) in FIgure R1), the chaotic behavior is determined by the value of F , and the number 

of variables N . Lorenz (2005) states that as long as 12N   chaos is found when > 5F  (for 

= 4N  it is when >12F  and for > 6N  when > 8F ). In cases such as the L96-2 system (Eqs. 

(1a) and (1b) in Figure R2), where the forcing F acts only on the largest scale, the chaotic 

behavior of smaller scales is created by coupling. The size of the coupling is cascaded from the 

largest scale to the smaller ones. Because the values of the largest scale variables are determined 

by the forcing F , the F  value indirectly affects the smaller scales’ chaotic behavior and must 

be chosen large enough to ensure chaotic behavior through coupling for all scales (levels). For 

the L05-2 system (Eq. (A8)), variables are superposed features of a single set calculated by Eqs 

(A4) and (A5). In addition to those mentioned above, this procedure affects the chaotic 

behavior, amplitude, and fluctuation rate of the levels, and the choice of I between 10 and 20 

may be optimal (Lorenz, 2005). In order to maintain the required properties of the two scales 

L05-2 system, Lorenz (2005) chose N = 960, L = 32, I = 12, F = 15, b = 10, and c = 2.5 (note 

that for L05-2 and L05-3 systems it is not possible to directly determine the amplitude and 

fluctuation rate of smaller scales using spatiotemporal scaling factors b, because these 

values are mainly determined by the procedure for expressing variables and the length of 

the intervals  ,I I− ). 

For the L05-3 system (Eqs. (A9) – (A12)), it is necessary to specify eight parameters. We tested 

that the values of coupling coefficients c 1  and c 2  do not affect the L05-3 system compared to 

the values of other parameters, and therefore for simplification 1 =1c  and 2 =1.c  The parameter 

=15F  is set the same as for other L05 systems. For the medium scale amplitude to be 

approximately ten times smaller than the large scale amplitude and the small scale amplitude to 

be approximately ten times smaller than the medium scale amplitude and for the scales to have 

different oscillation rates, the spatiotemporal scale factors are chosen b 1  = 1 and b 2  = 10 and 

interval lengths I 1  = 20, and I 2  = 10. N = 360 turned out to be most suitable for the chaotic 

behavior of all three levels (found experimentally). 
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(Major Comment D) Separations of initial and model errors 

Based on the linearization theorem, a locally linearized system may represent the local feature 

of the corresponding nonlinear system (for a hyperbolic critical point). The stability of the 

linearized system depends on locations of the critical points that depend on model's complexity 

(i.e., nonlinear terms in the system). Thus, the model complexity (i.e., nonlinear terms) could 

impact the critical points and thus the growth of the initial errors. As a result, it is not easy to 

separate the initial errors and model errors. (For example, given the same initial error for a 

large-scale variable, the time varying difference between two nearby trajectories are different 

in two different models.) 

Response: We fully agree with the comment. We simulate the initial error growth in the same 

systems (perfect model assumption), and the model error growth with zero initial error (perfect 

initial conditions assumption). Combination of both is studied in section 3.3 of the manuscript. 

(Major Comment E) Validity of error saturation for periodic attractors and coexisting 

attractors 

Earlier studies suggest that the Lorenz 1996 two-scale model could produce nonlinear periodic 

solutions. In your ensemble runs, have you observed periodic solutions? Can you comment on 

the validity of error saturation for periodic solutions? 

Additionally, recent studies reported the appearance of multistability (for coexisting attractors) 

within the 1996 model (e.g., Van Kekem and Sterk 2018a,b, 2019; Pelzer et al. 2020). Have you 

observed multistability in your ensemble runs? 

Response: In our research, we focused only on the average value of error growth (over variables 

and number of runs). We set all the scales through the parameters of the Lorenz systems to 

behave chaotically (details can be found in Bednar and Kantz (2022)) and the evolution of the 

average error growth did not show signs of periodic solution or multistability. 

 

Specific Comments: 

(Specific Comments 1) Please check consistency in the capitalization of the initial letters of 

words within a title. 

Response: We checked and fixed it. Thank you for pointing this out. (Lines 1-2 in revised 

manuscript): 

“Analysis of model error in forecast errors of Eextended Aatmospheric Lorenz' 05 Ssystems and the ECMWF 

system“ 

(Specific Comments 2) Lines 45-50, the application of the Lyapunov exponent (LE) is not 

accurate. A global LE represents a long-term average of "local" growth rates (determined by 

the separations of two nearby trajectories). Initial separations should remain small. Local 

growth rates may vary with time. As a result, Eq. (1) with a constant growth rate is valid only 

for a finite time interval. During different time internals, different growth rates may appear. 

Note that in addition to one positive LE, solution's boundedness is another important feature 

that defines a chaotic system. 
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Response: We have added information about boundedness and validity for a finite time interval. 

(Lines 47-48 in revised manuscript) 

“In low-dimensional bounded chaotic systems with at least one positive Lyapunov exponent, the growth of 

infinitesimal errors is exponential for a finite time interval, given by a linear time derivative:“ 

(Specific Comments 3) Lines 45-55, please consider referring to the growth rates in Eqs. (1) 

and (2) as the exponential growth rate (with a J-shaped curve) and logistic growth rate (with a 

S-shaped curve), respectively. 

Response: We changed the description of Eqs. (1) and (2). (Lines 808-810, 820-822, 833-835, 

846-848, 861-863 in revised manuscript). 

“the early part of the growth by exponential growth rate exdE (Eq. (1), green, dashed), exponential growth rate with 

model error rdE  (Eq. (5), blue, dashed), power law pdE  (Eq. (3), red, dashed) and approximation of the full curve 

by growth rate of quadratic hypothesis qudE (Eq. (2), green), growth rate of quadratic hypothesis with model error 

qdE  (Eq. (6), blue) and extended power law“ 

“the early part of the growth by exponential growth rate exdE  (Eq. (1), green, dashed), exponential growth rate 

with model error rdE  (Eq. (5), blue, dashed), power law pdE  (Eq. (3), red, dashed) and approximation of the full 

curve by growth rate of quadratic hypothesis qudE  (Eq. (2), green), growth rate of hypothesis with model error qdE  

(Eq. (6), blue) and extended power law epdE “  

“the early part of the growth by exponential growth rate exdE  (Eq. (1), green, dashed), exponential growth rate 

with model error rdE  (Eq. (5), blue, dashed), power law pdE  (Eq. (3), red, dashed) and approximation of the full 

curve by growth rate of quadratic hypothesis qudE  (Eq. (2), green), growth rate of quadratic hypothesis with model 

error qdE  (Eq. (6), blue) and extended power law“ 

“black, dot-dashed for ( )0 0.2E = ), approximation of the early part of the model growth by exponential growth rate 

exdE  (Eq. (1), green, dashed), exponential growth rate with model error rdE  (Eq. (5), blue, dashed), power law 

pdE  (Eq. (3), red, dashed) and approximation of the full curve by growth rate of quadratic hypothesis qudE  (Eq. 

(2), green), growth rate of quadratic hypothesis“ 

“black, dot-dashed for ( )0 0.2E = ), approximation of the early part of the model growth by exponential growth 

rate exdE  (Eq. (1), green, dashed), exponential growth rate with model error rdE  (Eq. (5), blue, dashed), power law 

pdE  (Eq. (3), red, dashed) and approximation of the full curve by growth rate of quadratic hypothesis qudE (Eq. 

(2), green), growth rate of quadratic hypothesis” 

(Specific Comments 4) Line 80, the term "error growth laws" should be rephrased since they 

are not necessarily physical laws. 

Response: We replaced the term law with the term hypothesis. (Lines 81, 309 in revised 

manuscript) 

“While the above-listed error growth lawsapproximations are supposed to approximate the effectively observed 

average error“ 

“numerical error growth curves using the hypotheses or laws Eqs. (1) - (6) and try to identify the most appropriate 

description. “ 
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(Specific Comments 5) Lines 122, statements are not accurate. Unless additional forcing terms 

are introduced, improving model's spatial or temporal resolution does not necessarily enhance 

instability. (Please think of a convergent Taylor series.) 

Response: We added to the introduction:  

“Buizza (2010), Magnusson and Kallen (2013) or Jacobson (2001) show that improving the model's spatial and 

temporal resolution will improve the ability to predict, especially for short forecast range (Buizza, 2010). However, 

the cited studies work with models that do not model small spatiotemporal phenomena (they are parameterized) 

and whose initial condition error magnitude is larger than the magnitude of these phenomena. We have verified 

the fact that the high resolution model (that models small scales) is less stable than the low resolution model (that 

doesn't model small scales) against initial condition errors (Bednar and Kantz, 2022; Budanur and Kantz, 2022), 

and that therefore the issue of omitting small scales has another facet. Our new approach models and omits small 

spatiotemporal scales using…”  

(Lines 129-135 in revised manuscript)  

(Specific Comments 6) Lines 128-130: it is wired that the two-scale system contains large- and 

small-scale systems while the three-scale system adds a medium scale, in addition to large- and 

small-scale flows. Any justifications? 

Response: It would be more natural to take the L05-2 and L05-1 systems as the model and the 

L05-3 system as the reality. ). A variant where the L05-2 system was used as the model and the 

L05-3 system as the "reality" was also tested. The resulting model error growth is approximately 

identical to the previous variant (L05-1 system as the model and L05-3 system as the "reality"). 

That's why we chose the settings we present. Further, it would be more natural for the L05-2 

system to have a small scale comparable to the medium scale of the L05-3 system. However, 

our intention was to be close to the L05-2 system presented by Lorenz (2005), whose small 

scale is equivalent to the small scale of our L05-3 system.  

(Specific Comments 7) Lines 160-165, have you observed coexisting attractors (e.g., more 

than one attractors) in your ensemble runs? (e.g., see multistability in Van Kekem and Sterk 

2018a,b, 2019; Pelzer et al., 2020). 

Response: In our research, we focused only on the average value of error growth (over variables 

and number of runs) and we did not observe signs of multistability. 

(Specific Comments 8)  Line 170, does the statement "errors might even shrink in short times" 

indicates the existence of a stable manifold? 

Response: Yes, the Lorenz L05-systems possess rather high dimensional stable manifolds, 

along which trajectories are attracted towards the attractor. Calculation of the Lyapunov-

dimension done by us for L05-2 show this very clearly, the attractor dimension is much smaller 

than the phase space dimension, where the attractor is the unstable manifold. But the statement 

on line 170 does not indicate the existence of a stable manifold but the fact that initial 

perturbations might not point into the locally most unstable direction. 

(Specific Comments 9) Lines 194, while N=360 was used in this study, N=960 was appied in 

Lorenz (2005). 

Response: Thank you for pointing this out. The problem is already discussed in comment 

(Major Comment B). 
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(Specific Comments 10) line 186, how many time steps for the transfer of error to the small-

scale variables? 

Response: The error would immediately (one time step) propagate into the small-scale 

variables. 

(Specific Comments 11) Section 3.1, please confirm whether the leading LE in the L05-1 

system is larger (smaller) than that in the L05-2 (L05-03) system. 

Response: Figure RR4 compares the error growth rates of the L05-1 (Eq. (A1) in manuscript), 

L05-2 (Eq. (A8) in manuscript) and L05-3 (Eq. (A9) in manuscript) systems. The figure shows the 

smallest growth rate for the L05-1 system and the largest for the L05-3 system (therefore also 

for LE). It should be noted that for the L05-2 and L05-3 systems, the error growth rate is scale 

dependent. 

(Specific Comments 12) Line 382-394: The key point that higher resolution model produces 

better predictability is acceptable. However, it is not clear whether Figure 10 is sufficient to 

support this point. Please see details in the last specific comment below. 

Response: Please see the discussion at: (Specific Comments 17) 

(Specific Comments 13) Line 656: The statement "Based on the fact that scale-dependent error 

growth implies an intrinsic predictability limit" is not accurate. A finite growth rate may indicate 

a limit for practical predictability. By comparison, a finite intrinsic predictability is established 

by the feature of chaos (e.g., sensitive dependence on initial condition, SDIC; e.g., Shen, Pielke 

Sr., and Zeng, 2023) 

Response: Our statement really refers to the finite intrinsic predictability that is established by 

the features of chaos. The statement is based on Brisch and Kantz (2019), Bednar and Kantz 

(2022), and Budanur and Kantz (2022). 

(Specific Comments 14) Lines 612 - 623, discussions are duplicated; they are the same as those 

in Lines 600-611. 

Response: We deleted the duplicated part. Thank you for pointing this out. 

(Specific Comments 15) Line 715, the parameter "K" should be replaced by "L". 

Response: We replaced K by L. Thank you for pointing this out. 

(Specific Comments 16) Line 716, Lorenz (2005) did not explicitly suggest the ratio of N/L = 

30 nor provide justification for the choice of N = 960 and L = 32. 

Response: We assume the requirement for a model to have 5 to 7 main highs and lows that 

correspond to planetary waves (Rossby waves) and several smaller waves corresponding to 

synoptic-scale waves, and we follow the text of Lorenz (2005) on the pages 1579 (Fig. RR5) 

and 1580 (Fig RR6). 
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Figure RR5: Page 1579 in Lorenz (2005). 
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Figure RR6: Page 1580 in Lorenz (2005). 

(Specific Comments 17)  page 40, line 870-875, Figure 10. Figure's title and captions are 

confusing. Since L05-02 and L05-03 systems were used to provide the "ground true" (or 

reference) for computing errors, these errors do not represent the errors of the L05-02 and L05-

03 systems, respectively, the growth of initial errors within the L05-02 or L05-03 system does 

contribute to the growth of differences of the solutions between the L05-1 and L05-02 (or L05-

03) systems. 

For a comparison in Figures 5-7, let's simply choose λ+, = 0.33, 0.29, and 0.46 for the L05-1, 

L05-2, and L05-3 systems, respectively. The comparison of the above selected growth rates 

produces a consistent finding that larger differences (in error growths) are reported in Figure 

10b than in Figure 10a. However, on the other hand, considering differences between the L05-

02 and L05-03 systems, the differences may produce the largest growth rates as compared to 

those in Figure 10a and Figure 10b. 

Response: The question under investigation in this paper is whether omitting small scale 

atmospheric phenomena, which contribute little to the final value, will improve the 

predictability of the resulting value. In other words, how does the average forecast error growth 

change in a model where small-scale phenomena are omitted but where model errors are 

therefore introduced, compared to a model where all phenomena are present but the average 

forecast error growth is scale-dependent. So if we use L05-02 and L05-03 systems to provide 
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the "ground true" (or reference) then, when searching for an answer to the research question, it 

is reasonable to use the results presented in Figure 10. 

Figures 5-7 show that, the L05-1 system is a classical chaotic system with the largest Lyapunov 

exponent of about 0.33   1/ day. The data of the L05-2 and L05-3 are best approximated by 

the power law . For a power law: ( )
( )ln

:= = = ,p

d E E
E aE

dt E

 −  with an exponent   and a 

coefficient > 0a , the error growth rate 
1

( ) ln( ( ) / ( ))E E t t E t
t

  +


 is expected to be a function of 

the error magnitude E , and is not constant as for classical chaotic systems. For exponential 

growth (classical chaos) exp

e 0( ) =
t

xpE t E e


 and for an initial error 
0E  going to zero, the time 

limt  at 

which the error reaches a limiting value 
limE , goes to infinity: 0

0

exp

ln ln
= 0.lim

lim

E E
t for E



−
→ →  

However, a strict predictability limit 
limt  exists for scale-dependent error growth even when the 

initial error 
0E  vanishes. For a description by a power law pdE , the predictability limit 

limt  is: 

( ) ( )0 0= ( ) / = / ( ) < 0.b b b

lim limt E t E a b t E a b for E−  →   →   

It is true that if we show the growth of the model and initial error in Figure 10, this is the initial 

error of the L05-1 system, but this is consistent with the question under investigation. At the 

same time, Figure 10 compares the strictly model error growth (no initial error) with the strictly 

initial error growth (L05-2, L05-3 systems), where the initial error is limiting towards zero and 

is then a strict predictability limit. 
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(Comment 2) Furthermore, considering the authors' assertion that the proposed 05 system 

simulates "5 to 7 main highs and lows that correspond to planetary waves (Rossby wave)," it 

would be advantageous to discuss whether the proposed system, without the Coriolis force, 

could replicate key features of the Rossby wave, including phase speeds. Historically, 

experiments such as dishpan experiments aimed to "simulate" weather features, yielding diverse 

outcomes like chaotic solutions and vacillation (e.g., limit cycle). 

Response: Lorenz and Emanuel (1998) showed that the initial wave of the L96 system has a 

westward phase velocity and an eastward group velocity, which is in agreement with the 

evolution of Rossby waves. We show a description of the evolution of the incipient waves of 

the L96 system in Figure RR7. Lorenz and Emanuel (1998) also showed a numerical calculation 

of the evolution of the L96 system, which is presented in Figure RR8. In the same manner, we 

present in Figure RR9 the numerical calculation of the evolution of the L05 system for N = 30 

(left column) and N = 360 (right column). From Figures RR8 and RR9, we can see the 

agreement and confirmation of the theoretical calculation. 

 
Figure RR7: Description of the evolution of the incipient waves of the L96 system (Pages 400-401 in 

(Lorenz and Emanuel, 1998)). 
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Figure RR8: Numerical documentation of the evolution of the incipient waves of the L96 system 

(Page 401 in (Lorenz and Emanuel, 1998)). 

 
Figure RR9: Numerical documentation of the evolution of the incipient waves of the L05 system for 

N = 30 (left column) and N = 360 (right column). Longitudinal profiles of Xj at 6-h intervals, 

with F = 15, when initially X15 =  F + 0.008 or X180 =  F + 0.008  and Xj  = F when j ≠ 15 or j 

≠ 180. 
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(Comment 3) This study extends from the authors' previous research. The reviewer 

acknowledges the related efforts. However, after examining their earlier studies, the reviewer 

proposes the following: 

(Comment 3.1) Document and report the calculation of Lyapunov exponents (LEs) within the 

proposed 05 system. For instance, employing the 1963 model with common parameters, the 

largest LE (LE1) is 0.906, as exemplified in the link provided  

(https://sprott.physics.wisc.edu/chaos/lorenzle.htm). This task holds significant importance. 

Response: Table RR1 shows the values of the largest Lyapunov exponent LE1 of the L05 

system described by Eq. (8) in Figure R3 for selected numbers of variables N (F = 15, time unit 

= 5 days) calculated by Sprott's (2006) method. 

N LE1 

30 0.70 

60 0.29 

90 0.35 

120 0.32 

150 0.33 

360 0.33 

960 0.33 

Table RR1: Values of the largest Lyapunov exponent LE1 for selected numbers of variables N 

in the 2005 Lorenz system (Eq. (8) in Figure R3, F = 15, time unit = 5 days). 

 

We also calculated the largest Lyapunov exponent LE1  in the L05-3 system (three scales, N = 

390, F = 15, time unit = 5 days) using the method of Sprott (2006). We determined the 

maximal Lyapunov exponents in all four cases and find the values LE1 = 2.5 (day)−1 for 

overall and small scale and LE1 = 2 (day)−1 for medium and small scale. The similarity of the 

values for all levels indicates that they are coupled, so that the maximal Lyapunov exponent 

when calculated in the double limit E0→0 and t→∞ shows up in arbitrary subsystems. The 

evolution of the errors E can always be studied in a way to see the largest exponent of the 

system (done here), but also in a way to see a value which would be the exponent of the 

corresponding sub-system if one were able to isolate this, but this cannot be calculated using 

standard methods for calculating the largest Lyapunov exponent. 

 

(Comment 3.2) Develop the error growth model, e.g., dE/dt = sigma E (1 - E/Es), and furnish 

a mathematical expression for sigma and LE1 of the proposed system. It should be noted that 

the long-time average of (1/E dE/dt) is not precisely equal to sigma. 
For a chaotic L05 system with average initial error growth E(t), the largest Lyapunov 

exponent is defined as: LE1=limt→∞limϵ→0 (1/t)ln(E(t)/ϵ). This exponential growth is 

associated with single scale systems, infinitesimal initial error ϵ, and the early part of the error 

growth. For a not infinitesimally small initial error and the entire evolution of the error, 

Lorenz (1982) defined the quadratic hypothesis: dE/dt = sigma E (1 - E/Es). The error growth 

rate, for comparison with LE1, can be determined as: 1/E dE/dt = sigma (1 - E/Es). Thus, the 

sigma determines the value at the beginning of the decrease in the error growth rate  

(dE/dt = sigma*E(t) in the limit E/Es << 1 with sigma ≈ LE1, Figure RR10). Sigma is an 

approximation of LE1, which is biased by the error due to the approximation of the data, not 

the infinitesimal initial error, and the use of data from the entire development period. 
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Figure RR10: Exponential growth E(t) = E(0) exp(sigma*t) (left figure, black curve) and 

sigma determined from 1/E(dE/dt) of E(t) = E(0) exp(sigma*t) as a function of E (right figure, 

black curve). Growth of E(t) determined from the quadratic hypothesis (left figure, red curve) 

and linear decline determined from 1/E dE/dt = sigma (1 - E/Es) as a function of E (right 

figure, red curve). 
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