
We would like to thank Mark Vaughan for his thorough review of the paper and remarks to improve 
this. From the pdf with comments we have dis�lled all the remarks relevant for the paper and 
answered these below. 

On the points Mark made at the start of the review: 

I do not see any attempt in this scheme to correct signal magnitudes for the attenuation effects of 
overlying layers. I was specifically looking for a discussion of overlying attenuation in section 2.6. 
Assuming I have not overlooked something blindingly obvious (always a possibility), I’d like to know 
why this important step is omitted, as, in my experience, failing to do so can lead to missed 
detections of (e.g.) relatively robust aerosol layers that have been highly attenuated by overlying 
cirrus. 
We have been thinking about how to deal with this from the moment we started on the ATLID chain. 
In the end we decided not to do this. The algorithm relies solely on the signal probability. If a signal 
below a strong feature is atenuated so much that the probability becomes comparable to clear sky 
(noise) probabili�es we could enhance the Mie signals by taking into account atenua�on but this 
should also be reflected in an increase in the local error. The background philosophy here is that if 
there is no detectable SNR with respect to neighbors it can also not be induced by increasing the 
signals only. If however there is a region of high snr below a cloud with respect to clear sky it should 
pop-out in the histogram checking later on. The effec�veness of course has to be checked out more 
thoroughly in our processor evalua�on a�er launch.  

I would appreciate more discussion about the magnitude of the crosstalk between the Mie and 
molecular channels. How effective is the “cross-talk correction applied within the L1 processor”? 
(Best I can tell, Eisinger et al., 2022 hasn’t yet appeared.) Is the residual crosstalk accurately 
represented in the simulated backscatter signals? 
We have added text to the paper to reflect this topic. 

The lidar deployed on the EarthCARE satellite (ATLID) is a high-spectral-resolu�on (HSRL) 
depolariza�on lidar opera�ng at a wavelength of 355 nm. The instrument emits linearly polarized 
laser pulses at a rate of 51 Hz with a pulse energy of 31-35 mJ. The output beam has a divergence of 
36 μrad and points 3o backwards in order to minimize specular reflec�on by ice cloud par�cles. The 
laser beam is collected by a 62 cm telescope and separated into three receiver channels. The 
incoming signals first pass through a polarized beam spliter separa�ng the cross-polar signals from 
the co-polar signals. The co-polar contribu�on in the return signal is subsequently separated into 
contribu�ons from the thermally broadened molecular (Rayleigh) return and the spectrally narrow 
elas�c backscater returns from cloud and/or aerosol par�cles by means of a Fabry-Perot Etalon 
based spectral filter. The signals from each channel are detected by Memory Charge-Coupled Devices 
(MCCDs) allowing for single photon detec�on. The ver�cal resolu�on is 103 m up to 20 km al�tude 
and about 500 m up to 40 km al�tude, with an effec�ve along-track spa�al resolu�on of about 280 m 
(a�er onboard integra�on of two consecu�ve lidar profiles). The profile signals will experience a 
ver�cal crosstalk of 11% up to 20 km al�tude, i.e. 11% of the signal in a ver�cal pixel leaks into the 
neighboring pixels, see Wehr et al. (2022) for an elaborate descrip�on of the mission and ATLID 
instrument.  

 

Reproducing the authors’ findings would, I think, be very challenging based on the limited amount 
of detail provided in this manuscript. Is there a publicly available Algorithm Theoretical Basis 
Document that describes the more technical aspects of the algorithm? If so, the authors should cite 
that document somewhere in their paper. If not, providing this material as supplemental material 
would also be a viable option. 



 
There is an ATBD which will be made available in November this year. Around end of September the 
final version of all L2 processors will be submited to ESA for evalua�on a�er which they will be 
implemented in the ECGP ground processor facility. Based on the final changes a�er tes�ng against 
Fight Campaign data and further func�onal tes�ng of the processor, the ATBD will be finalized and be 
available for the public. We will also take into account the comments received by you and the two 
other referees to make a more readable ATBD. I hope you are willing to wait for this version of the 
ATBD un�l that �me. 

 

 

The following remarks are derived from the comments within the pdf file 

 

it would be helpful if the abstract gave some hint about how the feature detection algorithm works; 
e.g., is it a moving window threshold scheme, a wavelets-based technique, or something else 
entirely? 

We have made a number of changes in the abstract. I hope these correspond to what you hope for. 
 

and optical? 

added op�cal 
 
 

are you referring to surface detection here; i.e., "when the surface was detected in the measured 
backscatter profiles"? saying "impacted" suggests that the surface may have effects elsewhere in the 
profile, which may be true (e.g., enhanced daytime background) but is still a bit confusing, I think. 

It was indeed the second effect I was trying to state. For one, two lidar profiles will be summed on 
board and therefore the surface may be smeared over ver�cal pixels 
 

 
is this supposed to be L1 (i.e., level 1)? 

writen out Level 1 and defined (L1) 
 

define acronym on first use 

added 
 

what is a "frame"? 

added descrip�on: 

To enable the processing of the large data-sets from observa�on up to L2 retrievals each EarthCARE 
orbit is separated in to eight frames, divided at la�tudes of 22.5N/S and 62.5N/S. There will be a 
margin on both sides of each frame to ensure that all the profiles within the la�tude bands are not 
effected by edge effects. 
 

what orbit altitude and inclination? what range of latitudes do you expect to sample? 

A sentence has been added with the informa�on: EarthCARE will fly in a sun-synchronous orbit, with 
a descending node crossing �me of 14:00 hours, an inclina�on of 97^o, revisit �me of 25 days and 
at an al�tude of 393 km. 
 
 



 

do you mean "fully attenuated"? (because the lidar beam is ALWAYS being attenuated, if only by the 
molecular atmosphere ;^D) 
 

You are correct of course, text has been altered to reflect this 

see my previous comment about "impact". maybe I'm not understanding exactly what you mean by 
this??? 

rephrased the sentence: 

'when the measured backscater in a range bin that is affected by the ground surface backscater.' 
 

not quite correct. while there are a number of different *algorithms* for deriving feature masks from 
the CALIOP backscatter signals, the only data *product* currently distributed by the CALIPSO project is 
the VFM. because the VFM also includes feature classification info, should also Liu et al., 2019 
(https://doi.org/10.5194/ amt-12-703-2019), Avery et al., 2020 (https://doi.org/10.5194/amt-13-4539-
2020), and Kim et al., 2018 (https:// doi.org/10.5194/amt-11-6107-2018) 

also see Hagihara et al., 2009 (https://doi.org/10.1029/2009JD012344) and Mao et al., 2021 (https:// 
doi.org/10.1016/j.rse.2021.112687) 

The text has been altered following the comments above, 
 

again, not quite correct. the CALIOP layer detection algorithm described in Vaughan et al., 2009 is a 
"feature finder" that makes no attempt to determine feature type. as with the EarthCARE scheme, 
layer type determination is done afterward by separate cloud-aerosol discrimination (CAD), cloud 
phase, and aerosol subtyping algorithms; see, respectively, Liu et al., 2019 
(https://doi.org/10.5194/amt-12-703-2019), Avery et al., 2020 (https://doi.org/10.5194/ amt-13-
4539-2020), and Kim et al., 2018 (https://doi.org/10.5194/amt-11-6107-2018) 
 
I have to admit that this was indeed slightly different than I had in mind. Thanks for the feedback! 
Text has been altered following yours and the first referee his/her discussion. 
 

where can readers an image of the entire Halifax scene? if it's provided in this paper (and it really, 
really should be!), please include a reference to the appropriate figure here. 
The reference to Figure 8 containing the en�re Halifax scene (used to be Figure 7 in the first version 
of the paper) has been added 
 
 

 

preceding the feature mask discussion with an "instrument overview" section that described relevant 
measurement characteristics and capabilities would be A Genuine Good Thing[TM]. it would be helpful 
to know things like laser rep rate, per pulse energy, pointing angle, vertical and horizontal sampling 
intervals, detector type (e.g., photon counting or analog), etc. 
 
Thanks a lot, very good point. For the EarthCARE special issue it was advised to leave this for the 
main EarthCARE overview paper. However, I do agree with your remark and have added a short 
descrip�on. 
 
The lidar deployed on the EarthCARE satellite (ATLID) is a high-spectral-resolu�on (HSRL) 
depolariza�on lidar opera�ng at a wavelength of 355 nm. The instrument emits linearly polarized 
laser pulses at a rate of 51 Hz with a pulse energy of 31-35 mJ. The output beam has a divergence of 
36 μrad and points 3o backwards in order to minimize specular reflec�on by ice cloud par�cles. The 
laser beam is collected by a 62 cm telescope and separated into three receiver 
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channels. The incoming signals first pass through a polarised beam spliter separa�ng the cross-polar 
signals from the co-polar signals. The co-polar contribu�on in the return signal is subsequently 
separated into contribu�ons from the thermally broadened molecular (Rayleigh) return and the 
spectrally narrow elas�c backscater returns from cloud and/or aerosol par�cles by means of a Fabry-
Perot Etalon based spectralfilter. 
 
Within the EarthCARE terminology, the former signal is referred to as the co-polar Rayleigh return 
and the later as the co-polar Mie return. The signals from each channel are detected by Memory 
Charge-Coupled Devices (MCCDs) allowing for single photon detec�on. The ver�cal resolu�on is 103 
m up to 20 km al�tude and about 500 m up to 40 km al�tude, with an effec�ve along-track spa�al 
resolu�on of about 280m (a�er onboard integra�on of two consecu�ve lidar pixels). The profile 
signals will experience a ver�cal crosstalk of 11% up to 20 km al�tude, i.e. 11% of the signal in a 
ver�cal pixel leaks into the neighboring pixels., see Wehr et al. (2022) for an elaborate descrip�on of 
the mission and ATLID instrument. 
 

 

this paragraph omits a whole lot of critically important details (e.g., the methods used to build the 
"pre-defined convolved images"). I hope that a much more thorough explanation is given later on... 
These are all provided later in the text. I have provide references to the sub-sec�ons here so that you 
know it will be discussed in more detail 
 

 

which is it: 3 convolved images or 4? and where could readers see these images? perhaps in (yet to be 
produced) supplementary material that will accompany the published version of this paper? 
You are correct that this is not consistent. The used number (3 or 4) can be set by configura�on 
parameter. In all examples 4 have been used. The three is taken from the text. In the A-FM ATBD (to 
be distributed a�er November 2023) when the version for the opera�onal processor a�er launch has 
been delivered to ESA this is described in more detail 
 

 

this manuscript should provide a subset of the ATLID specifications in order to give sufficient context 
for understanding the detection scheme. at a bare minimum, the horizontal and vertical sampling 
rates should be provided. and if any data averaging is done prior to launching the layer detection 
algorithm, that too should be described. 
This has been added to the descrip�on of the instrument including the onboard summing of two 
consecu�ve profiles. A-FM will use the resolu�on of the L1 data provided by ESA and will go to higher 
resolu�on if the noise is so low that no onboard summing will be performed. 
 

at some point in the paper, please provide (a) some quantitative measure of the Rayleigh and 
Mie signal separation; e.g., a contrast ratio or something similar and (b) some discussion about 
how crosstalk between the channels affects feature detection 
a reference to the paper containing all these details has been added 
 

can multiple scattering really be ignored in the layer detection process? IIRC from Reverdy et al., 
2015, multiple scattering is a fairly big deal in the ATLID signals. 
 
Obviously this cannot and should not be ignored in the processing of the signals and retrieval of 
op�cal proper�es. These retrievals are performed in the A-PRO processor which does take mul�ple 
scatering into account. For A-FM however we are only interested to find areas which show Mie 
signals (either due to direct backscater or mul�ple scatering) and leave it up to A-PRO to separate 
between the two in the next step. 
 

 



parallel channel only, yes? 
These are indeed only the co-polar (parallel) channels 
 
 

Young et al., 2018 (https://doi.org/10.5194/amt-11-5701-2018) is a much, much better CALIOP 
extinction reference. 
Followed the advice 
 

 

AFAIK, backscatter and extinction profiles are not currently being reported in the ICESat-2 data 
products; see Palm et al., 2021 (https://doi.org/10.1029/2020EA001470) 
 
You are correct, the icesat2 product retrieves op�cal depth and not ex�nc�on. The informa�on 
originated from the following statement in their ATBD: 
The op�cal depth of the layer is then computed using an assumed ex�nc�on to backscater ra�o. 
(BS_Ex�nc_Backs) with a nominal value of 25 sr (see Table 4.2). To compute the blowing snow layer 
op�cal depth ( τbs ), we sum the calibrated atenuated backscater within the blowing snow layer 
and mul�ply by the product of the bin size and the ex�nc�on to backscater ra�o (S). 
The CALIPSO and ICESAT-2 lines informa�on were combined in a rewrite and the dis�nc�on between 
the two was lost. Thanks for providing the feedback. The line has been updated 
 

I do not understand the intended meaning here. in a "noiseless and well-calibrated HSRL", why 
does the ratio have to be "very close to 1" to enable retrievals of extinction and backscatter 
profiles? certainly the Langley Research Center airborne HSRLs (and, I suspect, other systems 
too) retrieve extinction and backscatter profiles from aerosol profiles having scattering ratios 
comfortably larger than "very close to 1". 

This was indeed ill formulated and has been rewriten. 
 

I don't understand. how would smoothing ameliorate the crosstalk problem? (and again I wonder: 
how severe is the crosstalk problem? knowing that would add lots of useful context when 
discussing topics like this one.) 

This is more related to the total noise in the co-polar Mie at na�ve resolu�on, which includes the 
crosstalk but also other components. A descrip�on has been added with a cita�on to the paper 
providing the ATLID details. 
 

 

does this scene show daytime data or nighttime data? 

This is a day�me scene as it was specifically designed for evalua�on of the imager (MSI) aerosol 
retrievals 
 

define acronym on first use 

added this in the introduc�on 
 

 

not on the full resolution data. but I expect it would work reasonably well with sufficient data 
averaging, yes? 

You are correct that since all liquid clouds have been removed from this test case and with sufficient 
data averaging a threshold would give a reasonable results in this case. 
 
 

https://doi.org/10.5194/amt-11-5701-2018
https://doi.org/10.1029/2020EA001470


this is confusing, as there are lots of different noise sources in the signals. do the authors mean 
random noise here? if instead this discussion is meant to focus on crosstalk, consider replacing the 
generic term "noise" with the more specific term "crosstalk". 

The sentence was indeed not clear. We do use the random noise component within the retrieval and 
not the total noise. The text has been updated 

 

" Any smoothing strategy needs to take this into account to not combine informa�on from strong 
and weak returns resul�ng in biased, unrepresenta�ve retrievals for ex�nc�on and backscater. It is 
expected that the L1 ATLID atenuated backscaters will be reasonably unbiased i.e. the noise will be 
random and uncorrelated. In addi�on, at the resolu�on of ATLID, cloud and aerosol features are not 
single pixel en��es, but will extend in both the ver�cal and horizontal direc�ons. " 
 

 

what is "true noise"? since crosstalk is not really random, but instead a systematic feature of the 
interferometer/etalon, "bias" might be a better description than "noise"??? 

see rewrite in the previous remark. 
 
On top of this the Mie channel may experience a height dependent bias when incorrectly calibrated 
as Rayleigh signal subtrac�on was too weak or rigorous. The A-FM product is used to evaluate any 
biases in order to update the cross talk parameters to make the product as bias free as we can 

 

calling this a "probability index" seems confusing; e.g., according to table 1, a "probability index" of 5 
indicates low altitude aerosols. is the probability that these are legitimate features actually 0.5? I 
suspect not. so why not use labels that map into the scattering ratios of the features and indicate how 
confident users can be that the scattering ratio rises above some altitude-dependent "molecular 
scattering + noise floor" level? the current set of labels strays into the feature classification regime, 
which is contrary to statements given in the paragraph beginning at line 57. 
 

It is indeed true that an index based on probabili�es is not the same as a probability index. I must 
have been working on this so long that this became synonyms in my mind. The values between 6 and 
10 are closer to this but even then it would not be completely true. I have rewriten the sentence 
 

do you mean "not interpreted in a quantitative sense"? 

The line was over complicated and has been rewriten 
 

quibbling here, but..."thick" refers to geometry, whereas "dense" would refer to scattering intensity. 
one can detect geometrically thick cirrus that has relatively (or even very) low scattering intensity. 

You are correct of course. I have updated to dense 
 

I still don't understand what the authors are referring to when they say "pixels above the surface 
affected by the surface". is this a data averaging concern? please clarify. 

This indeed has to do with the onboard summa�on of two profiles. In the new text in sec�on 2.1 
men�ons this now 
 

really? I'd think that combining thin clouds and aerosols would be something to be avoided at all 
costs? for example, consider thin cirrus embedded in lofted Asian dust plumes. these two layer types 



have very different lidar ratios (~28 sr vs. ~48 sr), so combining them would yield an extinction 
solution that would not represent the actual effects of either type. 
 

It was not intended to read as that one can always blindly bin the data. In A-PRO the layer proper�es 
(target classifica�on) within profiles is checked before horizontal smoothing is performed. However 
the retrieval of cloud proper�es of FM>7 and FM=6 & 7 follows a different path and smoothing 
within the algorithm.  An addi�onal line sta�ng target classifica�on is needed was added 
 

which signals? 

The smoothed backscater  signals. (added smoothed backscater) 

are these frames approximately equal in size? are data from daytime and nighttime measurements 
reported in distinctly different frames (i.e., as is done by CALIPSO)? 
 

To enable the processing of the large data-sets from observa�on up to L2 retrievals each EarthCARE 
orbit is separated in to eight frames, divided at la�tudes of 22.5oN/S and 62.5oN/S. The frames are all 
45 degrees in la�tude long and not separated in day�me/nigh�me. 
 

what is the along-track distance spanned by 100 profiles? what procedures are used to reconcile 
potentially disparate results within these overlapping regions in consecutive frames? 

100 profiles is ~28 km addi�onal on each side of a block of data (~280 m between each profile). All 
frames overlap with each other on both sides, where the overlap size is defined top- down, from the 
needs from the last Level 2 processors downwards, to the first processor which in ATLID its case is A-
FM, to ensure that each level 2 processors will have enough overlap to perform all smoothing 
constraints required for that processor. A-FM is the first processor on ATLID side and will have the 
largest overlap to work with between frames ensuring solid retrievals for each profile within the to 
be retrieved data. 
 

 

confusing; is this smoothing part of the feature mask processing or the APRO processing? e.g., see 
lines 64, 98, and other places throughout the manuscript. 
 

In this case we are discussing the data processing within the A-FM processor to detect low resolu�on 
Features. Added "to determine weak features" 
 

which DEM is used? can you provide a reference? 

The DEM comes from the ESA EO-CFI ACE-2 database 
 

this is *incredibly important information* that should be given much earlier in the paper. 

(if nothing else, knowing about this vertical crosstalk up front would have saved me a whole lot of 
confusion in trying to understand what was meant by statements like “when the surface has impacted 
the measured lidar backscatter signals” on line 8)  

11% seems enough to blur the edges of dense water clouds. 

what's the ATLID pointing angle? is it small enough that you expect to measure the extreme 
backscatter from horizontally aligned ice crystals? if so, this would be another situation where extra 
care would be needed in interpreting the signals immediately above. 
 

The angle is 3 degrees backwards. I agree that the informa�on comes late in the paper. The 
informa�on has also been added to the beginning sec�on 2 
 



 
 
 

what does it mean to be "conservative"? are you erring on the side of false positive identification of 
surface signals rather than false negatives? what are the consequences of this choice? e.g., for 
determining the frequency of totally attenuated profiles and perhaps even the altitude of full 
attenuation (i.e., as in Guzman et al., 2017; https:// doi.org/10.1002/2016JD025946) 
 

We are pushing for as litle surface data creeping into the smoothing procedure as possible, this 
could result in missing the lowest pixel above the surface. We will dive into this issue during the 
commissioning phase to assess the consequences of our choice and improve this if possible. 
 

 

the wording here is very confusing. 

We have updated the sentence and hopefully this becomes less confusing 
 

 

this procedure assumes that true surface will never be lower than the DEM altitude. that assumption 
may fail in polar regions where the surface altitudes are not well known and can be variable (e.g., 
when ice sheets crack open) 

What we actually do is start at the lowest pixel (well below the surface and move up to 2 pixels 
above the DEM (configurable parameter). Updated the text. 
 

once again the question of orbit inclination and latitudes sample comes up. if ATLID is in a polar orbit 
where PSCs can be sampled, the "average noise" between 20 km and 40 km could well be misleading. 
 

The inclina�on angle is 97 degrees. Thanks for the heads up. The polar frames (abs(lat) >62.5 
degrees) will be used to define the mean values in this case. I will make sure to evaluate this issue 
during the commissioning phase. 
 

can you translate this surface detection scheme into an approximate overlying optical depth? that is, 
what is the approximate optical depth within any column/profile that will cause the profile to be 
flagged as totally attenuated? 

For the scenes tested the op�cal depth is around ~3 before the column below becomes fully 
atenuated. There is some spread here as the molecular op�cal depth is not added in the value of 3. 
(low clouds will cause full atenua�on slightly earlier than high clouds) 
 

a diagram might help here. what are the theoretical (or even empirically derived) justifications for the 
multiplicative coefficients (0.75 and 5) in these equations? do these conditions perform their intended 
functions equally well for both strong and weak surface signals? 

At this point the values have been designed for the EC-scenes and are all configurable. Even though 
we think the atmospheric returns and error es�mates are close to realis�c we do know that the 
surface treatment is too simple and we cannot verify the absolute backscaters. This will need to be 
evaluated in the commissioning phase 
 
 

just to be 100% sure, I went back to double check. and sure enough, there's no assump�on of Gaussian 
statistics anywhere in Vaughan et al., 2009. perhaps the most relevant quotes are from section 2a:  
“Uncertainties are introduced from a variety of sources, including the stochastic processes governing 
photoelectron multiplication in the detectors, natural variations in the solar background signals, and 



the Poisson-distributed photon arrival rates of the backscattered laser light (Liu et al. 2006).”  and with 
respect to the cartoon in Figure 3 (which is Gaussian) there's this: “The threshold selection problem 
therefore remains the same, irrespective of the underlying distributions and the amount of averaging 
applied.”  on the other hand, section 2 (Detection Theory) of the CALIPSO “Feature Detection and 
Layer Properties” algorithm theoretical basis document very definitely invokes Gaussian statistics. that 
would be Vaughan et al., 2005. the full reference is 

Vaughan, M. A., D. M. Winker, and K. A. Powell (2005), CALIOP Algorithm theoretical basis document, 
Part 2: Feature detection and layer properties algorithms, PC-SCI-202.01, NASA Langley Research 
Center, Hampton, Va 23681, 87 pp. (Available online at 
htp://www.calipso.larc.nasa.gov/resources/project_documenta�on.php) 

At the �me we introduced this I was indeed focused on the later document and did not correctly 
cite this. I thought it to be most fair to remove the link to CALIPSO in this case, since this is not the 
assump�on being used in the processing. 
 

this is for a single range bin, yes? 
correct 

 

check for correctness 

Updated the lower limit of the integral and S --> s 
 

 

how is this determined? is it really the expected standard deviation of the signal in clear skies? 

This is determined by the L1 processor designed by industry. Within the L1 processor the errors are 
separated into total, propor�onality, systema�c and random errors. The later is used within this 
processor. Added this in the text 

complementary error function what qualifies as "very close to 1"? 

The following has been added (high signal with rela�vely low noise; Pd >Pmin_Mie. where 
Pmin_mie=0.9999 used for the EarthCARE test scenes) 

 
 

what benefits does this hybrid median offer that are not obtained from the simple median used in 
Hagihara et al., 2009 (https://doi.org/10.1029/2009JD012344)? what I'm hoping to see here is 
something like a single sentence summary derived from the Rush book; i.e., a very high level overview. 

The following has been added: 

The most important task of this part of the algorithm is to correctly detect edges with e.g. no 
smoothing beyond the features or cu�ng corners. This will assist in defining the smoothing 
strategies used in the A-PRO (Donovan et al., 2022b) processor and ensure that strong signals from 
ice /liquid will not be mixed with neighboring aerosol/weak ice regions during signal 
binning/smoothing opera�ons. Accordingly, this part of the algorithm relies on the applica�on of an 
edge-preserving technique known as a Hybrid-Median (HM) filter (Rush, 2007, Chapter 4). 
 

how are pixels at the edges of images handled? 

Since there is a large margin for each frame these pixels are not retrieved and FM is set to -2 (no 
retrieval) at the edge. 
 
 
 

http://www.calipso.larc.nasa.gov/resources/project_documentation.php
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why 5? it's impossible to translate this number into an along-track distance without knowing the 
horizontal sampling. 

We used 5 to indicate that this part of the algorithm looks at the images as pixels and not per se 
distance. 5 pixels would relate to 1400 meter (5x280m) horizontal and a bit more than 500 m ver�cal 
sizes 
 

the 9 x 3 grid in figure 2 looks to have only 3 segments over which a "sub-median" is calculated; i.e., a 
red line, a blue line, and a green line. 

There are actually two red lines here, one ver�cal and one horizontal 
 

why? what are the consequences of this choice for the performance of the algorithm? (what I'm 
hoping the see here is a single sentence summary derived from the Rush book) 

When the mean would be taken a new data value is created which could in prac�ce be lowered every 
itera�on, thereby destroying the edge preserving part of the HM filtering. The choice for second or 
third has a only consequence that the threshold value has to be adapted. The choice for third 
ensures that the new pixel value is at least as high as the second but in general higher. This is actually 
a slightly different approach than what is described in Russ Chapter 4 since in that case the 
horizontal+ver�cal pixels are ranked, the two diagonals are ranked and together with the centre pixel 
form an array of three elements. The slightly altered approach used here was used to have a very 
similar approach for the mxn and mxm HM approaches 

 

do grids require a minimum "valid pixel fraction" in order to be considered in the detection scheme? 

Not applied in this case. In the end a threshold is applied to separate the pixels with high enough 
probability. All others will get their original values before HM to start the weak feature procedure. 
 

IIRC, backscatter coefficient distributions in aerosol layers can be log-normally distributed. since these 
distributions are skewed in linear space, I'm wondering if the authors have encountered any detection 
anomalies when applying their method to test data derived from real-world aerosol measurements? 

A very good ques�on. We did not yet encounter these at this point, but I admit that we have not 
pursued this with an enormous amount of effort yet. The posi�ve point for A- FM side is that I need 
to be as complete as I can and the A-PRO algorithm actually prefers false posi�ves more than failed 
detec�ons as it will check all the feature flagged data once again before processing. Hence we looked 
into this but have in our evalua�on focused more on this and not with full effort on detec�on 
anomalies like you suggest 
 

 

what parameters are the convergence criteria applied to? are these criteria really so strict that they 
demand zero changes between one iteration and the next? 

No it is definitely not so strict as it read. We do not test if there are no changes a�er 5 �mes, but so 
far I have not experienced that there were visible changes when using more itera�ons 
 

I'm missing something important here: what is it that changes from one iteration to the next? e.g., are 
the pixels in each successive HM mask reassigned from their initial values to the median value 
computed by the median filter? or are the data not initially flagged as features subsequently averaged 
to some coarser resolution, as in Valliant de Guélis et al. 2021 (https://doi.org/10.5194/amt-14-1593-
2021)? of these two possibilities, I suspect the former is the right answer to my question. but I'd prefer 
to be 100% sure about this (which I would be if the authors included this level of detail in this 
manuscript) 

Indeed the pixel values are reassigned within this module for the 5 itera�ons. to quote Russ: 

https://doi.org/10.5194/amt-14-1593-2021
https://doi.org/10.5194/amt-14-1593-2021


If the hybrid median filter is applied repeatedly, it can also produce posteriza�on. Because the details 
of lines and corners are preserved by the hybrid median, the shapes of regions are not smoothed as 
they are with the conven�onal median, although the brightness values across steps are retained. 
Posterizing an image, or reducing the number of gray levels so that regions become uniform in gray 
value and edges between regions become abrupt, falls more into the category of enhancement than 
correc�ng defects but is men�oned here as a side effect of median filtering. 
 
This therefore helps with using a single threshold as it removes the noise more and more while 
keeping edges. In our experience no no�cable enhancements were seen a�er 5 itera�ons 
 

are there any spatial coherence criteria levied on the detection of strong features. that is, are there any 
algorithmic requirements on the number of vertically or horizontally adjacent pixels that must exceed 
the 34% threshold? 
No, this is the criteria at this point. Smaller features have either been found through the 0.9999 
threshold or the mx3 horizontal kernel. 
 

unclear; can surfaces be detected beneath regions where the Rayleigh hybrid median value is less than 
0.4? 
Yes in some cases (depending of the OD above) the surface can be seen as well as Mie features 
(i.e. supercooled layers) which have a high enough backscater in the Mie channel. However 
the signals of the pixels assigned as fully atenuated should not be used for the detec�on of 
thin aerosol/cloud retrievals of ex�nc�on etc. 
 

 

per line 249, shouldn't this be "an n x 3 box"?it really is essential to provide the horizontal resolution 
of the ATLID data somewhere in this manuscript. 
the resolu�on has been added above (280m). It must be so well known to me that I completely 
missed this when wri�ng the paper. 
 

I find this somewhat surprising, as atmospheric features typically have a large aspect ratio (i.e., their 
horizontal extent divided by their vertical depth). 
This was maybe a bit over sold. What does happen is that the mxm gives a beter contrast 
between the features as it makes similar regions more uniform. In the end the mx3 gives a 
nearly as good image but does not always fill in the larger cloud complexes as well. The mx3 
does a lot beter with the liquid layers ofcourse so it is definitely needed. It is now referred to 
as the basic masking rou�ne 

Is gap filling really a good thing? (I guess the answer depends on the nature and source of the signals 
in the gaps.) 

Depends where you do this. In a mask which tells a retrieval algorithm to have a look at a specific 
region it is beter to have a look at all the pixels within the en�re region and not to a spoty version 
of this. So for the A-FM goals, yes. However only because we know that A-PRO checks all pixels 
within features once more. 
 

this description is not consistent with what's actually shown in Figure 3, where, according to the 
caption, "the bottom plot represents the Rayleigh channel signal probabilities". 

Correct the text was updated to represent this. 
 

I'd guess this would be especially important for identifying very tenuous layers of lofted Asian dust. 
are these generally well-detected by the current algorithm? 



I am afraid that we have not been able to test this for those layers at this point. But it is a valid point 
to check for a�er we have the data to do so. 

 
 
I'd think that the molecular contribution in the perpendicular (cross) channel would be negligible; e.g., 
as in CALIOP (see section 4.1.2.1 in the CALIOP level 1 ATBD at https://www-
calipso.larc.nasa.gov/resources/pdfs/PC-SCI-201v1.0.pdf). is this not also the case for ATLID? 

as you can see in Figure 8 it is not negligible in the UV cross polar channel. Small of course but needs 
to be taken into account especially with the type classifica�on of low level aerosols. 
 

since it actually is shown, I'll ask these questions: (a) why are the Rayleigh probabilities so very low at 
altitude bins above 200? and (b) why is the drop-off in the Rayleigh probabilities so very abrupt 
between bins 150 and 200? (if the Halifax scene is daytime data, I guess the dominance of background 
noise could be the answer to the second question???) 

The probabili�es are shown, not perse the mask but I agree the info is there, especially now that we 
have updated the figures to have a change in colour above and below the used threshold. This is the 
molecular density profile hidden within the signals. Above 20km (approx. pixel 150) we move to a 
500m ver�cal grid (instead of 100) which exaggerates this. The background noise is indeed stable (of 
course also here the 500m integra�on helps but not exponen�ally).The Halifax aerosol is fully 
day�me, in the Halifax scene the first part is actually polar night (31 December scene). As you can 
see we expect way less day- night contrast with respect to CALIOP. 
 

 

also important not to mix dust and ice, though doing so is perhaps not as disastrous as mixing water 
clouds and aerosols 

I agree with this. We have removed the sentence at this part of the paper (also thanks to remarks of 
the other referee). 
 

what I don't see is any suggestion that an attenuation correction is applied to the range bins lying 
beneath "strong" features. why not? it seems that not doing so would degrade the detection of (for 
example) boundary layer aerosols beneath semi-transparent cirrus with moderately larger (0.5-2) 
optical depths. 

We indeed do not do this. The algorithm relies solely on the signal probability. If a signal below a 
strong feature is atenuated so much that the probability becomes comparable to clear sky 
probabili�es we could enhance the Mie signals but this should also be reflected in an increase in the 
local error. The background philosophy here is that if there is no detectable SNR with respect to 
neighbours it can also not be induced by increasing the signals only. 

If however there is a region of higher snr below a cloud with respect to clear sky it should pop-out in 
the histogram checking later on. The effec�veness has to be checked out more thoroughly in our 
processor evalua�on with real ATLID data. 
 

in terms of backscatter coefficient (or, even better, scattering ratio) what is the approximate dividing 
line separating "high SNR features" from everything else? 
 
 

 

are fully attenuated regions treated the same way as sub-surface regions? 

Yes this is done similarly 
 

https://www-calipso.larc.nasa.gov/resources/pdfs/PC
https://www-calipso.larc.nasa.gov/resources/pdfs/PC


 
 
 
 

 

what is the termination condition that limits the number of convolutions done? 

This is pre-defined as configura�on parameter. Since we use 4 images including the last one defined. 
We will need to evaluate the actual parameter values in the commissioning phase Introducing an 
itera�ve condi�on increased the CPU �me too much. 

 

does calling these "subsequent convolutions" mean that up to 180 additional convolutions can be 
carried out after an initial run of 25? 

Good point what I meant to say was up to 180. The line is rephrased. 
 

confusing. I do not understand what "the latter two" refers to here. 

In the new text I have added explicitly the values for which the inverse FFT is performed. I hope the 
rewrite makes it more readable. 
"For four specific configura�on specified itera�on counts (Ni1-Ni4) the inverse Fourier 
transforma�on is performed providing images of smoothed probabili�es (Pi,M ie), where i is the 
itera�on number. Each of these smoothed images is checked for the availability of coherent 
features. In general, for the ATLID forward modelled ECSIM scenes, the useful range of itera�ons 
runs from 25 up to 170 convolu�ons, where the inverse FFT was performed for i=35, 70, 140 and 
170. The lowest three retrieved convoluted images are used to detect the medium strong features 
(FM values of 7) while any image constructed beyond  150 smoothing convolu�on is used to 
determine very low signal to noise aerosol features (FM values of 6). In the commissioning phase 
the inverse FFT image numbers will be evaluated and updated." 
 

I had lots of trouble understanding the intended meanings of these sentences. 

The new text is provided in the previous comment. I hope this makes it more readable. 
 

note to self: since this algorithm works on 1100 km segments of the atmosphere from 20 km to the 
surface, this assertion should be 100% right on the money 

The algorithm works up to the highest L1 data (al�tude ~40 km) but for the rest correct 
 

terminology is confusing. as I understand it, the red line indicates genuine signal that is highly likely 
to originate from molecular scattering. so while this may not be the signal regime you're point to 
isolate, it's not really noise, is it? also, what is the functional form of the red line? it too is a Gaussian, 
right??? 

In the Mie channel the signal in clear sky should oscillate around 0 as the molecular signal should 
end up in the Rayleigh channel in case of a well calibrated system. Together with the local es�mate of 
the random noise this provides a posi�ve signal probability. I have always dubbed this peak as noise 
since this should dominate the signal in the Mie channel. The red line is indeed a single Gaussian fit 
of the Mie clear sky background peak a�er the mul�-Gaussian fit has determined which peak 
denotes 'noise'. It has been rephrased to clear-sky noise peak 
 



what are the units of this "8 or 10" number? is that 8 or 10 standard deviations of the so-called 
"noise peak"? (this hypothesis seems inconsistent with the locations of the black dashed lines in 
figure 4) 

No it is the value of the ra�o between the observa�ons (mul�-gauss fit) and the red line. Units are 
therefore '-' or '1' depending on your preferences 
 

 

how is this shoulder identified in the algorithm? and what part of the shoulder is used in 
determining "when the shoulder exceeds the noise peak by a factor of 10"? looking at figure 4, one 
might suspect that the algorithm identifies another Gaussian that characterizes the shoulder and it's 
this peak of this Gaussian that is used for the factor of 10 check. 

A fit containing 3 gaussians is fited first (dark green line). It is forced to contain the first highest 
'clear-sky' peak. Based on this a single gauss is fited containing the peak of the clear sky peak (red 
line). Now we check the ra�o of the data with the red fit and check when the ra�o exceeds 10 
(dashed black line). 
 

are spatially isolated pixels identified as weak features subsequently removed? or are they retained 
in the final results? 

This is dealt with in the next sec�on. They are retained but will be lowered to FM values between 1 
and 5. This ensures that they will not be used but can be traced later on in the evalua�on. 
 

 

CALIPSO does more-or-less exactly the same thing 

The idea to do this was definitely inspired by your and your colleagues work 
 

I'd be interested in learning this choice rather than its opposite (i.e., extending the base of the strong 
feature down to the point where the signal had been identified as totally attenuated). 
 

It basically comes from the fact that the two masks are brought together again at this stage. As you 
never truly know if you have reached the botom of the cloud just around the �me when the lidar 
signal runs out of steam or if it has been fully atenuated. We used the detec�on of any fully 
atenuated pixels in the same column below as the reason to decide that the later was the case for 
those pixels below the feature and the atenuated pixels. For other profiles we let A-PRO decide what 
to do with these cases. 
 

does this step typically eliminate the "spatially isolated pixels identified as weak features" I asked 
about earlier in the comment on line 334? 

Correct, that is exactly what it does. 
 
are these test results for a daytime scene with daytime noise levels, or a nighttime scene with 
nighttime noise levels. thinking that I may have overlooked this information earlier in the manuscript, I 
did a search for the word day. getting no hits on "day", I tried again using "night". again, no hits; i.e., 
neither word occurs anywhere in the manuscript. this to me is a major omission. the authors simply 
must address the expected magnitude of algorithm performance differences for daytime and 
nighttime measurements. 

You are correct that this was missing in the text. The Halifax scene is a combina�on of night and day 
�me data. The Halifax aerosol scene is day�me only. I have added a comment in the discussion of the 
Halifax scene. 

From Greenland to Halifax it is polar night. The MSI-SW channels start to pick up signals just above 
55N. Over the Caribbean it is full daylight. 



 
a picky point, but...this is only true if there is no crosstalk between Mie and molecular channels, yes? 
how well does the simulation capture the crosstalk magnitudes expected in the real signals? in this 
test, the concern would be about leakage of the Rayleigh signals into the Mie channel, causing the 
Mie signals to be non-zero (though perhaps so low as to be negligible?) 
 

This is righ�ully so a picky point. These profiles have been extensively used in the evalua�on of the 
L1 processor and defined improvements and inconsistencies which need to be corrected in the L1 
processor. So we actually use these profiles to evaluate how well the cross talk correc�on between  
the Rayleigh and Mie channel has been performed. In A-PRO we have an op�on to bring this 
informa�on into the cost func�on but this will only be adopted if the L1 processor produces very bad 
quality data. 
 

 
especially when working at 355 nm, why would you compare against the density profile rather than 
the profile of attenuated molecular backscatter coefficients?? 

That is indeed exactly what we do, the reason I used the word density here to link it to something 
that people can relate or validate to (however I was clearly not complete). The sentence has been 
changed in to: "The clear sky signal for the cross-polar channel should thus follow a scaled 
atmospheric density profile corrected for the Rayleigh transmission profile." 
 

the fact that extinction (apparently) will not be retrieved in the range bin immediately above the 
surface has to be especially disheartening to researchers hoping to drive near-surface PM2.5 from 
ATLID data. 

I agree and un�l we see how good/bad the surface influence is we think it best to be conserva�ve 
and retrieve good aerosol retrievals above this bin. Once we have data we will have to do our best to 
see if we can get more out of this. 

while this section provides an interesting look at how well the authors' scheme can be generalized, 
I'm not sure how germane it is to the performance of the algorithm when applied to ATLID data. 

I understand your point. I think this may have to do with the fact that this data was the first real data 
which could be used. Dave Donovan created new calibrated Mie Rayleigh channels based on the 
ALADIN Mie channel (which is a spectrum containing Mie and Rayleigh) informa�on. In this 
procedure the two calibrated output signals have been designed to mimic ATLID data as much as 
possible so that ATLID processors can be used on Aeolus data. 
 

 

this explanation of what it means to be "conservative" really should be given earlier in the 
manuscript (i.e., in section 2.3) 
Looking back at your comments I can only agree with you. We have added a comment earlier. 
 

has some kind of averaging or smoothing been applied to the 2nd, 3rd, and 4th panels? I do not see 
the kind of discrete data points I expect in these plots. note too that the individual panels should be 
labelled (e.g., a, b, c, and d) for easy reference. 

The contour plo�ng rou�ne may have introduced some smoothing for 
 
 

 

if I correctly understand section 2.5, the examples in the paper use either an 11 x 11 grid or an 11 x 3 
grid. it's easy to see how the 5 x 5 illustration on the left would scale to 11 x 11. but since I can imagine 
several other options for an 11 x 3 grid, I think the authors would be doing their readers a kindness 
by using an 11 x 3 grid in this example. 



also, 
-o- consider color coding the lines in the 5 x 5 grid to more readily identify the pixels over which 
"sub-medians" are calculated 
-o- please label figure components (e.g., a and b) 

This sounds like an easy and needed thing to do. Will provide updated figures and labelling 
 


