
We very much appreciate the reviewer's effort in the careful review and their time. THe 
following is our point-by-point response marked by blue. For better tracking, we also 
included screenshots of the relevant section in the revised text. 

—---

Review #2
The authors have improved the paper, but the following point should still be clarified:

1. Authors rebuttal: “To provide further clarification, our assertion is that SST in simulations is 
unaffected by random noise and measurement errors commonly associated with data collection 
platforms and corruption.”

The model SST is affected by modeling error. You are just sidestepping this by declaring the 
model results as ground truth in your validation (which is fine for a first test). This should be 
clarified in the manuscript.

We agree with the reviewer that as a first test we ignored the influence of measurement errors 
and model errors. This was our intention as a demonstration of applying MAE on geophysical 
signals. We made it clear now in the text. The following sentence was added to line 93:

2. Thank you for clarifying the origin of the MAE implementation. Please include the https link to 
the Github repository that you used.

We added the reference to the original MAE code explicitly in line 74.

and included the http link in the acknowledgement section:

3. Line 8: “It has exceptional efficiency, requiring three orders of magnitude (a factor of 5000) 
less time.” Compared to what? “We compared the MAESSTRO with the interpolation methods 
used in the paper as our benchmarking. We have revised the manuscript accordingly.”



This is still not clear to me since most neural network implementations run on a GPU (or other 
accelerator). Have the "conventional approaches" been ported to the GPU or are you also 
comparing GPU vs CPU here?

The reviewer is right on the ambiguity of using CPU vs GPU. While MAESSTRO was trained on 
GPUs, we tested the inference only on CPU, so the comparison with CUP-based interpolation is 
still valid.  We clarified this point in the text to be explicit of this comparison and interpretation. 
Now the sentence in the abstract is revised to

4. Line 175: “radial-basis bicubic interpolation” Can you give the equations of this interpolation 
method. Can it account for noise in the observations?

“The mathematical form of the Cubic RBF is given by: ϕ(𝑟) = 𝑟^3 , where ϕ(𝑟) is the cubic RBF, r 
is the radial distance from the center of the function where we would retrieve the interpolation. A 
linear combination of a set of these cubic RBF will yield a broad smooth function that can be 
best fit to scattered unstructured data as the cloud-covered SST images. We used the algorithm 
implemented in scipy.interpolation.RBFInterpolator. The smooth factor was set to 0 to perfectly 
fit the data at the available data point as we assumed zero noise, but it in principle can 
accommodate specified noise level by adjusting the smooth factor (whether the fitted surface 
goes through observations exactly or not). We added some description in the text.”

Please don’t give just the equation of a cubic function, but the equation of the interpolation 
method: the equation of how the field is obtained at any location given the data and the “smooth 
factor” (and any other parameter). If this description would be too long, please at least, 
reference an article describing this method.

Thanks for clarification. We added the following text to make it more explicit. 



5. “In our validation datasets sourced from LLC2160, we have employed a consistent random 
masking strategy, where the masks were generated by the machine learning code automatically. 
Realistic cloud coverage was not incorporated in our first submission. We have now conducted 
additional tests that include cloud masks derived from VIIRS data. These masks were applied to 
the simulations to enhance the realism and applicability of our results. (Figure11)”

The _manuscript_ is still not clear about how the cloud mask was chosen. In particular, what 
mask is chosen for the RMSEs and correlations in Figure 9. The authors should also 
acknowledge that the RMSE for all methods is probably too low compared to the case where 
cloud masks have a larger spatial extent.

For the choice of masking, we added clarification in the text. 

Some limitations have been acknowledged by the authors in the review, but they are not clearly 
stated in the manuscript. Please inform readers about these limitations in the manuscript (how 
parameters of the Kriging method was chosen, the mask cloud, training on model data).
We also acknowledge the low noise from the random masking and bigger continuous cloud 
would lead to larger errors. The discussion was included in the following paragraph  in the 
discussion section. 



The manuscript was also not updated with some additional information given here, such as 
which Kriging variant was used, what happens if a single pixel is missing in a 4x4 patch,.... 
Please make sure that clarifications given here are also reflected in the manuscript. If it is 
already mentioned, thank you for providing the line numbers.

The Kriging method details are now included in section 3 as shown below. 

For missing pixels in a 4x4 patch, we added the following highlighted sentence. 

Thanks again for reviewing the manuscript. 


