Comparison of the H$_2$O, HDO and $\delta$D stratospheric climatologies between the MIPAS-ESA v8, MIPAS-IMK v5 and ACE-FTS v4.1/4.2 satellite data sets
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Abstract. Variations in the isotopological composition of water vapour are fundamental for understanding the relative importance of different mechanisms of water vapor transport from the tropical upper troposphere to the lower stratosphere. Previous comparisons obtained from observations of H$_2$O and HDO by satellite instruments showed discrepancies. In this work, newer versions of H$_2$O and HDO retrievals from Envisat/MIPAS are compared with data derived from SCISAT/ACE-FTS. Specifically, MIPAS-IMK V5, MIPAS-ESA V8, and ACE-FTS V4.1/4.2 for the common period from February 2004 to April 2012 are compared for the first time through a profile-to-profile approach and comparison based on climatological structures. Stratospheric H$_2$O and HDO global average coincident profiles reveal good agreement. The smallest biases are found between 20 and 30 km, and the largest biases are exhibited around 40 km both in absolute and relative terms. For HDO, biases between -8.6-10.6 % are observed among the three databases in the altitudes of 16 to 30 km. However, around 40 km, ACE-FTS agrees better to MIPAS-IMK than MIPAS-ESA, with biases of -4.8% and -37.5%, respectively. The HDO bias between MIPAS-IMK and MIPAS ESA is 28.1 % at this altitude. The meridional cross-sections of H$_2$O and HDO exhibit the expected distribution that has been established in previous studies. The tape recorder signal is present in H$_2$O and HDO for the three databases with slight quantitative differences. The meridional cross-sections of $\delta$D are in good agreement with the previous version of MIPAS-IMK and ACE-FTS data. In the temporal $\delta$D variations, the results suggest that in the current data versions, the calculated isotopic composition ($\delta$D) from MIPAS-IMK aligns more closely with expected stratospheric behavior for the entire stratosphere. Nevertheless, there are differences in the climatological $\delta$D composites between databases that could lead to different interpretations regarding the water vapor transport processes toward the stratosphere, so it is important to intercompare these $\delta$D observations.
1. INTRODUCTION

Water vapour (WV) is the most important non-anthropogenic greenhouse gas in Earth's atmosphere (Hegglin et al., 2014). Although WV concentration is much lower in the stratosphere than in the troposphere, it significantly affects the climate at the surface (Solomon et al., 2007). Stratospheric water vapour (SWV) affects atmospheric dynamics and thermodynamics by modulating the radiative forcing directly (e.g., Solomon et al., 2010; Riese et al., 2012) and indirectly through its effect on the stratospheric ozone chemistry (Vogel et al., 2011). Moreover, it has been shown that the cold point temperature in the tropics is expected to rise in the future which will lead to increasing SWV due to reduced freeze-drying in the tropical tropopause layer (TTL; Gettelman et al., 2009). This implies the existence of a SWV feedback (Dessler et al., 2013; Banerjee et al., 2020).

The humidity in the lower stratosphere has been increasing in the last decades. Scientists discovered it at the beginning of the century. However, the reason for this humidification was not understood (Rosenlof et al., 2001). Because of the number of atmospheric composition measurement instruments that have been implemented on satellites over the past several decades, studies related to the SWV transport process have been increasing (e.g., Mote et al., 1996; Steinwagner et al., 2007; Lossow et al., 2011; Randel et al., 2012; Scheepmaker et al., 2016; Schneider et al., 2020). Brewer-Dobson circulation (Brewer, 1949) transports H$_2$O-rich air through upwelling from low tropospheric latitudes, accompanied by large horizontal motions to mid-stratospheric latitudes. WV is also produced in the middle atmosphere through methane oxidation and is destroyed through photodissociation and reactions with O(1D) (Wang et al., 2018). However, the observed variability in SWV concentrations cannot be fully explained by observed changes in these main drivers (Hegglin et al., 2014). Therefore, studies focused on the dynamical processes that determine SWV variability constitute an active contemporary area of research (Plaza et al., 2021).

One way to conduct studies of troposphere-stratosphere mass transport is through isotopologues related to these species that behave as phenomenological tracers (Kuang et al., 2003). The isotopological composition of WV in the stratosphere provides an observational constraint for determining the relative importance of the possible transport mechanisms (Payne et al., 2007). Among the isotopological species of WV, HD$^{16}$O (hereafter HDO) is particularly useful due to its significant fractionation effect (Merlivat and Nief, 1967; Kuang et al., 2003). Therefore, the analysis of HDO at the tropopause is a very useful tracer to diagnose the relative importance of slow ascent and convective ice-lofting for WV transport into the stratosphere (Moyer et al., 1996; Tuinenburg et al., 2015; Wang et al., 2019).

Satellite remote sounding of the Earth's limb is currently the only method of observing the atmosphere that allows near-global time series of atmospheric profiles to be obtained from the upper troposphere to the lower thermosphere (Sheese et al., 2017). However, each atmospheric measurement with this method has its sources of uncertainty and systematic biases, which must be examined. Limb earth probing instruments may exhibit other systematic differences from similar devices depending on the observed latitudinal region and/or the observed local time. In addition to the differences due to each molecule's volume mixing
ratio (VMR) retrieval algorithms, these biases must also be characterized. Sometimes, even significant discrepancies between data retrieved from the same satellite can be found depending on the algorithm.

There are different datasets of WV and its isotopologues in the stratospheric region, retrieved mainly from three instruments. One of them, the Odin satellite, carries a Sub-Millimetre Radiometer (SMR), observing stratospheric H$_2$O, H$_2^{18}$O, and HDO (Murtagh et al., 2002). For technical reasons (the maximum bandwidth of a single radiometer is only 0.8 GHz), and H$_2$O and HDO cannot be measured simultaneously (Wang et al., 2018). Therefore, this study is focused on the other two instruments.

The instrument MIPAS (Michelson Interferometer for Passive Atmospheric Sounding; Fischer et al., 2008) aboard Envisat (Environmental Satellite) was launched in 2002 and ceased operation in 2012 when contact with the satellite was lost. This instrument makes highly reliable WV observations in the stratosphere (Payne et al., 2007; von Clarmann et al., 2009; Ceccherini et al., 2011). On the other hand, the instrument ACE-FTS (Atmospheric Chemistry Experiment - Fourier Transform Spectrometer; Bernath et al., 2005; Nassar et al., 2005) that yields WV information in the stratosphere to the present day (Boone et al., 2020) is aboard the Canadian satellite SCISAT, which was launched in 2003.

In the case of MIPAS, different retrievals methods have been developed. One of the data sets, named here MIPAS-IMK, was retrieved with the IMK/IAA processor, which was developed in collaboration between the "Institut für Meteorologie und Klimaforschung" (IMK) in Karlsruhe, Germany, and the "Instituto de Astrofísica de Andalucía" (IAA) in Granada, Spain (see for general description, e.g. Högberg et al., 2019; Lossow et al., 2019; Lossow et al., 2020; Hegglin et al., 2013). The other MIPAS dataset, named here MIPAS-ESA V8 products (Dinelli et al. 2021), was retrieved by using the Optimized Retrieval Model (ORM) algorithm (Raspollini et al., 2022 and references therein) on the full-mission reprocessing campaign performed on L1V8 (Kleiner et al., 2018). The ACE-FTS retrievals have evolved through several versions with the retrieval model being updated with optimized parameters (Boone et al., 2005, 2013, 2020). In this work, we evaluate H$_2$O and HDO data sets derived from observations by MIPAS-IMK V5H and V5R, MIPAS-ESA level 2 V8.0, and ACE-FTS V4.1/4.2 for the common period from February 2004 to April 2012.

WV observations have been collectively evaluated through a multitude of parameters, like biases, drifts or variability characteristics, correlations, and other statistical data by the WCRP/SPARC water vapor assessment II (WAVAS-II) activity (https://amt.copernicus.org/articles/special_issue10_830.html). The last evaluation of Lossow et al. (2019) used ACE-FTS v3.5 (2004-2014), MIPAS-ESA V5H (2002-2004), and MIPAS-ESA V7R (2005-2012), MIPAS-IMK V5H (2002-2004) version 20 and V5R (2005-2012) version 220/221. In this work, we use newer versions of some H$_2$O data sets than those employed in the previous studies, including MIPAS-ESA v8 and ACE-FTS v4.1/4.2, whose improvements will be described in the next section.
Regarding HDO, Lossow et al. (2011) compared HDO data from MIPAS Level-1 retrieved with IMK/IAA processor (data version 20), SMR from Odin version 2.1, and ACE-FTS 2.2, and they found good general agreement. However, distinct observational discrepancies of the δD (see section 3.2) annual variation were visible between MIPAS-IMK (Steinwagner et al., 2010) and ACE-FTS (Randel et al., 2012) data. Lossow et al. (2020) reassessed the discrepancies based on MIPAS-IMK and ACE-FTS data sets. Overall, the used data set covered the period from July 2002 to March 2004, which is referred to as the full resolution period of MIPAS (Lossow et al., 2020). However, a longer time series is needed to draw robust conclusions on the relative importance of different mechanisms transporting WV into the stratosphere. Therefore, we focus here on newer data versions that cover the full mission period of ten years. These data versions were first published by Speidel et al. (2018) and not yet compared to other observations. For HDO MIPAS-ESA, there are no published comparisons yet.

We compare the three H$_2$O and HDO observation databases relying on two approaches. First, we present profile-to-profile comparisons and provide a general overview of the typical biases in the observational databases. The second approach is based on climatological comparisons, including meridional cross sections and time series comparisons. Section 2 describes the individual data sets in detail. In section 3, the methodology is outlined. Section 4 presents the results, which will be summarised in section 5.

2. DATA SETS

As mentioned in the introduction, we employ newer data sets than those used in the previous studies. Here, we employ the MIPAS-IMK V5H_H2O_20 (2002-2004) and V5R_H2O_220/221 (2005-2012) for H$_2$O case, and MIPAS-IMK V5H_HDO_22 (2002-2004) and V5R_HDO_222/223 (2005-2012) for HDO (Speidel et al., 2018), the MIPAS ESA Level 2 V8 dataset (Dinelli et al., 2021) results from the full-mission reprocessing campaign performed on L1V8 products and ACE-FTS v4.1/v.2 (Boone et al., 2020) for both isotopologues.

2.1. MIPAS

MIPAS was a cooled, high-resolution Fourier transform spectrometer aboard Envisat (Fischer et al., 2008). Envisat was launched on 1 March 2002 and made observations until 8 April 2012, when communication with the satellite was lost. Envisat orbited the Earth 14 times a day in a sun-synchronous polar orbit at about 790 km altitude. The equator crossing times were 10:00 and 22:00 local time for the descending and ascending nodes, respectively. MIPAS measured the thermal emission of the atmospheric limb, covering all latitudes. MIPAS operated at 100 % of its duty cycle from July 2002 to March 2004, when, due to a significant anomaly affecting the Interferometer Drive Unit (IDU), its regular operations were interrupted to avoid the mechanical blockage of the instrument (Dinelli et al., 2021). After various tests with different spectral resolutions, the European Space Agency (ESA) recovered the instrument in January 2005 at a reduced spectral resolution but a finer vertical sampling.
At the beginning of 2005, MIPAS operated at only a 30 % duty cycle, which progressively increased until December 2007, when it was successfully restored to 100 % operations (Kleinert et al., 2007, 2018).

### 2.1.1. MIPAS-IMK

MIPAS-IMK database is obtained from the collaboration between IMK and IAA with the algorithm that they developed for the retrieval of VMR that produces level 2 data (von Clarmann et al., 2009). The IMK-IAA algorithm uses a non-linear least-squares global-fitting technique with Tikhonov regularisation, which is a constrained iterative inversion technique. Small spectral regions, so-called microwindows, are used where the respective species have suitable spectral lines. The data are retrieved on a 1 km grid, and the efficiency-dependent strength of the smoothing constraint was chosen to optimize vertical resolution while limiting unphysical oscillations in the retrieved profile. MIPAS-IMK WV retrievals are performed in log($VMR$) space (see e.g., the SPARC-WAVAS-II Special issue (https://amt.copernicus.org/articles/special_issue10_830.html) for validation of this data version. The HDO data version used here differs significantly from the data versions assessed by Lossow et al. (2020) and Högb erg et al. (2019) and used by Steinwagner et al. (2007, 2010). For the data version used here, HDO was retrieved in linear space with the previously retrieved main isotopologue profile as a priori information. $\delta D$ (see section 3.2) is calculated from the regular water vapour product and HDO; by this the disadvantage of using a less-than-optimal data version of H$_2$O is omitted, and the vertical resolution of $\delta D$ is provided by the difference of the a priori and retrieved profile (Speidel et al., 2018).

### 2.1.2. MIPAS-ESA

The MIPAS ESA Level 2 V8 dataset (Dinelli et al., 2021) results from the full-mission reprocessing campaign performed on L1V8 products using the Optimized Retrieval Model (ORM) processor version 8.22 (Raspollini et al., 2022) funded by the European Space Agency (ESA). The algorithm fits forward-model spectra to measured infrared spectra in species-dependent micro-windows via least-squares global fitting, using the Gauss-Newton approach modified with the Levenberg-Marquardt method to minimize the fit residual. For H$_2$O a posteriori regularisation is applied with a retrieval error-dependent regularisation strength (Ridolfi and Sgheri, 2011). For HDO, retrieval is performed with Optimal Estimation, with the a priori profile equal to the retrieved H$_2$O profile, opportunely scaled according to the constant value of the HDO isotopic abundance ($3.107 \times 10^{-4}$), provided by the HITRAN spectroscopic database. The diagonal elements of the covariance matrix of the a priori are computed as the square of the sum of a constant ($10^{-3}$ ppmv) plus the 100% of the a priori profile, while the non-diagonal elements are computed assuming a correlation length of 10 km. The forward model used in the algorithm accounts for horizontal inhomogeneities of temperature and trace species and assumes that the atmosphere is in local thermodynamic equilibrium (LTE).
2.2. ACE-FTS

ACE-FTS is one of three instruments aboard the Canadian satellite SCISAT (Bernath et al., 2005). SCISAT was launched on the 12 August 2003 into a highly inclined, 74°, orbit at 650 km altitude. This orbit provides latitudinal coverage of 85° S to 85° N but is optimized for observations at high and middle latitudes. ACE-FTS scans the Earth’s atmosphere during up to 15 sunrises and 15 sunsets daily from approximately 5 to 150 km altitude. Vertical sampling varies with altitude and orbit beta angle, from around 1 to 2 km in the upper troposphere through approximately 6 km in the upper stratosphere and mesosphere.

HDO information is retrieved from two spectral bands: 3.7 to 4.0 µm (2493-2673 cm⁻¹) and 6.6 to 7.2 µm (1383-1511 cm⁻¹). H₂O retrieval uses spectral information between 3.3 and 10.7 µm (937-2993 cm⁻¹) (Lossow et al., 2020).

Here, we use ACE-FTS version 4.1/4.2. The ACE-FTS trace species VMR retrieval algorithm is described by Boone et al. (2005, 2013), and the changes for the most recent version of the retrieval v4.1/4.2 are Boone et al. (2020). The retrieval algorithm uses a non-linear least-squares global-fitting technique that fits the ACE-FTS observed spectra in given micro-windows to forward modelled spectra based on line strengths and line widths from the HITRAN 2016 database (with updates as described by Gordon et al. (2017)). The pressure and temperature profiles used in the forward model are the ACE-FTS derived profiles, calculated by fitting CO₂ lines in the observed spectra. The version 4.1/4.2 retrieval grid uses a minimum altitude spacing of 2 km for tangent heights above 15 km and a minimum spacing of 1 km for tangent heights below 15 km.

This limitation on the retrieval grid suppresses unphysical oscillations that commonly occurred above 15 km in previous processing versions when the tangent height spacing dropped below 2 km. The main changes made in the v4 retrievals are amended micro windows for most species that allow for a more significant number of interfering species; improvements to the temperature and pressure retrievals, leading to fewer unnatural oscillations in the vertical profiles (Sheese et al., 2017).

3. METHODS

All data used here were managed in agreement with the user manuals of each dataset. For MIPAS-IMK, we followed Lossow et al. (2020) and Hörgberg et al. (2019). For ACE-FTS, we used the specifications given by Sheese et al. (2015) and Boone et al. (2020), and Dinelli et al. (2021) was employed for MIPAS-ESA. The present quality assessment of H₂O and HDO data mainly focuses on the stratosphere, although data for the upper troposphere and lower mesosphere are used if available. The data quality assessment process is performed for H₂O and HDO from the three databases.

3.1. Profile to profile comparisons

We use the profile-to-profile comparison approach proposed by Hörgberg et al. (2019), where each profiles was interpolated on a common regular pressure grid, defined as the height vector of MIPAS-IMK since 1 to 70 km.
3.1.1 Coincidences

The global observations are considered to be coincident when they meet the following criteria (Högberg et al., 2019):

- Spatial separation of less than 1000 km.
- Temporal separation less than 24 h.
- Geolocation separation less than 5°, both in longitude and equivalent latitude.

For the final coincidence pairs, the ACE-FTS data, which is the sparser dataset was used as the first data set in all comparisons to avoid inconsistent results. Figure 1 shows a map for all ACE-FTS and MIPAS-IMK coincident profiles (Fig. 1(a)) and ACE-FTS and MIPAS-ESA coincident profiles (Fig. 1(b)) between 25-27 July 2010. Figure 1 illustrates that for each ACE-FTS profile (black circles), there two or three MIPAS-IMK (blue crosses) and MIPAS-ESA (red crosses) profiles that meet the coincidence criteria. This is because the horizontal difference between two MIPAS profiles is appr. 400 km, i.e., two to three profiles fall into the coincidence radius. The corresponding values are arithmetically averaged if multiple coincidences are found in coincident regions, generating a single point. One observation from ACE can be found to be coincident with other MIPAS observations. In the comparisons between MIPAS instrument databases, we have chosen MIPAS-ESA as the reference database. It should be mentioned that the coincident profiles from ESA and IMK are not necessarily the same because of profiles potentially not available due to convergence issues in the retrieval, or due to flags filtering out different profiles.

![Coincident profiles (25-27 July 2010)](https://doi.org/10.5194/egusphere-2023-1348)

Figure 1: Coincident profiles between (a) ACE-FTS and MIPAS-IMK and (b) ACE-FTS and MIPAS-ESA on 25-27 July 2010. Different markers indicate the database, ACE-FTS (black circles), MIPAS-IMK (blue crosses), and MIPAS-ESA (red crosses).
The profiles from each dataset were linearly interpolated for the comparisons onto a 58 level grid between 0 to 70 km, which are the altitude reference levels of MIPAS-IMK as described by Lossow et al. (2011). Then, the mean is computed as the arithmetical average of the data distribution for each altitude level and the data dispersion is obtained by standard deviation.

### 3.1.2. Comparison of vertical profiles

Once the orbits of the coincident profiles have been obtained, the global average altitude profiles are determined. Fig. 2(a) and Fig. 2(b) show the number of matched profiles by altitude between ACE-FTS and MIPAS-IMK and ACE-FTS and MIPAS-ESA, respectively. In both cases, the number of valid matches increases in the UTLS, and more than 40,000 matched profiles are obtained from the mid-stratosphere and upwards.

![Figure 2](https://doi.org/10.5194/egusphere-2023-1348)

**Figure 2:** The global number of coincident sets of data (2004-2012) for (a) MIPAS-IMK and ACE-FTS and (b) MIPAS-ESA and ACE-FTS comparisons.

### 3.1.3. Bias determination

Four statistical parameters have been calculated for the globe at each altitude level: mean absolute biases, mean relative biases, the debiased standard deviation of the relative biases, and Pearson correlation coefficient for three of the six possible
comparisons in pairs of data. These evaluations follow the methodology used in previous assessments (Lossow et al., 2019, Högberg et al., 2019, Wetzel et al., 2013) and follow the recommendations of Loew et al. (2017).

(a) **The mean absolute bias:** the bias between two coincident data sets for a specific altitude level and for a given isotopologue \( I \) (i.e., HDO, H\(_2\)O), has been calculated as:

\[
\overline{b_{\text{abs}}}(I, \theta, z, t) = \frac{1}{n} \sum_{i=1}^{n} b_i(I, \theta, z, t) ,
\]

where \( n \) denotes the corresponding number of coincident measurements, \( \theta \) the latitude, \( z \) the altitude, \( t \) the period and \( b_i(I, \theta, z, t) \) are the individual differences between them. These differences are considered as:

\[
b_i(I, \theta, z, t) = x_i(I, \theta, z, t)_1 - x_i(I, \theta, z, t)_2 ,
\]

where \( x_i(I, \theta, z, t)_1 \) are the individual H\(_2\)O or HDO abundances of the first data set and \( x_i(I, \theta, z, t)_2 \) are the abundances of the second data set that are compared.

(b) **The mean relative bias:** this is calculated by dividing the mean absolute bias by the mean reference value (Wetzel et al., 2013).

\[
\overline{b_{\text{rel}}}(I, \theta, z, t) = \frac{\overline{b_{\text{abs}}}(I, \theta, z, t)}{\sum_{i=1}^{n} x_{\text{ref}}(I, \theta, z, t)}
\]

For the reference value, different options are possible (e.g., Randall et al., 2003; Dupuy et al., 2009). The mean of the two datasets have been chosen because the satellite observations can have large uncertainties, and thus the mean is an appropriate approach (Lossow et al., 2019):

\[
x_{\text{ref}}(I, \theta, z, t) = \frac{x_i(I, \theta, z, t)_1 + x_i(I, \theta, z, t)_2}{2} .
\]

(c) **Debiased standard deviation:** The debiased standard deviation (\( \sigma_{\overline{b}} \)) is represented by the standard deviation of the mean bias-corrected between the two sets of compared data:

\[
\sigma_{\overline{b}}(I, \theta, z, t) = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (b_i(I, \theta, z, t) - \overline{b}(I, \theta, z, t))^2}
\]

}\}}
This quantity measures the precision of the two data sets being compared, particularly in cases where a complete evaluation of the random error budget is not available for all the instruments involved (von Clarmann et al., 2006).

**d) Pearson correlation coefficient:** the correlation coefficient $r$ dependent on altitude levels is defined as:

$$r(I, \theta, z, t) = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{x_i(I, \theta, z, t) - \bar{x}(I, \theta, z, t)}{\sigma_x} \right) \left( \frac{x_i(I, \theta, z, t) - \bar{x}(I, \theta, z, t)}{\sigma_x} \right)$$  

(7)

We use this standard methodology because the quantity of data is large in all cases, and then the data distribution behaves as a normal distribution, resulting in a robust correlation coefficient (Lanzante, 1996).

**3.2. Other comparisons as a function of space and time**

Here we compare the climatologies of H$_2$O, HDO, and the isotopic ratio between HDO and H$_2$O, typically noted by $\delta$D. In this approach, each grid box represents an average over several measurements. It has the advantage of not requiring coincidences. Therefore, the databases are larger, but the weakness is that sampling biases can affect the comparison.

We first performed the data binning. $x_i(I, \bar{\theta}, \bar{\phi}, t, z)$ is the individual concentration of the isotopologue $I$ (H$_2$O or HDO) for a given time $t$, a latitude $\bar{\theta}$, a longitude $\bar{\phi}$ and for an altitude $z$. We average the data sets that match the condition for belonging to a given bin.

$$I_{\text{VR}}(I, \bar{\theta}, \bar{\phi}, t, z) = \frac{1}{n_0} \sum_{i=1}^{n_0} x_i(I, \bar{\theta}, \bar{\phi}, t, z)$$  

(8)

where $n_0$ is the amount of data found within the established grid, and $I_{\text{VR}}$ is the value representing all the data fulfilling the grid condition (Högberg et al., 2019).

Using the results of the procedure described before, we assessed the isotopic composition through the expression $R = \frac{[\delta]}{[H]}$ that can be determined through the concentration of the isotopologues of water as follows:
\[
\frac{[D]}{[H]} = \frac{[HDO] + 2[DDO]}{2[H_2O] + [HDO]} \approx \frac{[HDO]}{2[H_2O]}.
\]  

(9)

To quantify the abundances of heavy isotopes, \( R \) is usually compared to a standard reference ratio known as \( R_{VSMOW} \) through the following relationship:

\[
\delta D = \left( \frac{R}{R_{VSMOW}} - 1 \right) \times 1000
\]  

(10)

where VSMOW=155.76 x 10\(^{-6}\) is the reference ratio (Vienna Standard Mean Ocean Water; Hagemann et al., 1970). Using Eq. (9) and Eq. (10), it is possible to obtain the deuterium excess as:

\[
\delta D_{VMR}(\delta D, \bar{\phi}, t, z) = \left[ \frac{HDO_{VMR}(HDO, \bar{\phi}, t, z)}{2VSMOWH_2O_{VMR}(H_2O, \bar{\phi}, t, z)} - 1 \right] \times 1000.
\]  

(11)

From the grid box means of H\(_2\)O, HDO and \( \delta D \), several climatologies are compared for the period 2004-2012.

Latitude cross sections comparison is a method for comparing climatologies. The latitude bins were \( \Delta \bar{\theta} = 10^\circ \) and we focused on two different seasons: December-February (DJF) and June-August (JJA).

Examining time series is another way to compare the data. The time series used in this section are based on zonal means obtained considering the latitude range from 30° S to 30° N. This comparison shows how each database captures seasonal cycles and interannual variability. The maps and graphics are smoothed via the smooth function in MATLAB R2021a.

### 4. RESULTS AND DISCUSSION

#### 4.1. Vertical profiles comparisons

The global average H\(_2\)O profiles for ACE-FTS compared to MIPAS-IMK and to MIPAS-ESA are shown in Figs. 3(a) and 3(c), respectively. The error bars given for the average profiles are the 1-\( \sigma \) standard deviation of the distribution of measurements at each altitude level. The vertical coincident profiles of H\(_2\)O exhibit a slight increase with altitude in the stratosphere (from 15 km up to 50 km, approximately) both for MIPAS-IMK and MIPAS-ESA, which is consistent with the stronger chemical generation of WV through methane oxidation in the upper stratosphere near 50 km (LeTexier et al., 1988). Similar coincident profiles are obtained for ACE-FTS in the tropical lower stratosphere (below 30 km). In fact, profiles between the 20 and 30 km levels are almost the same for ACE-FTS and MIPAS-IMK (Fig. 3(a)). The higher values of MIPAS-IMK in the tropopause region are due to the limited vertical resolution in these levels as indicated in previous works (Hegglin et al., 2013) (Fig. 3(a)). In ACE-FTS, the decrease of the mean WV concentration with altitude is less pronounced in the upper
stratosphere and the lower mesosphere (Figs. 3(a) and 3(c)). However, the dispersion of the data around the measure of mean indicates that the data between 12 to 30 km are comparable in the three databases. Högberg et al. (2019) compares the global average H$_2$O vertical profiles from previous version of ACE-FTS and MIPAS-IMK (MIPAS-IMK v5 and v20, and ACE-FTS V3.5) for the MIPAS high-resolution period (2002-2004). The obtained results exhibit a high degree of similarity to the findings reported in previous studies (Högberg et al., 2019). Coincident profile comparisons between ACE-FTS and MIPAS (IMK and ESA) reveal the presence of a minimum for both H$_2$O and HDO around the tropopause. Specifically, ACE-FTS demonstrates a global minimum for H$_2$O at 15 km, with a concentration of 4.02 ± 0.72 ppmv, while MIPAS-IMK exhibits a similar minimum at 15 km, with a concentration of 4.28 ± 0.69 ppmv. In the case of ACE-FTS and MIPAS-ESA, MIPAS-ESA displays a distinct minimum at 13 km, measuring 4.40 ± 1.03 ppmv. Conversely, the global minimum for HDO in the coincident profiles is consistently observed at an altitude of 16 km across all cases. Specifically, ACE-FTS and MIPAS-IMK demonstrate a minimum concentration of 0.54 ± 0.13 ppbv and 0.56 ± 0.25 ppbv, respectively, while the coincident profiles of ACE-FTS and MIPAS-ESA yield a minimum of 0.53 ± 0.13 ppbv for ACE-FTS and 0.58 ± 0.24 ppbv for MIPAS-ESA.

Global mean vertical profiles of HDO, along with their standard deviations are shown for ACE-FTS and MIPAS-IMK in Fig. 3(b) and for ACE-FTS and MIPAS-ESA in Fig. 3(d). The global average results are almost identical when comparing ACE-FTS and MIPAS-IMK in the range between 15 to 50 km (Fig. 3(b)). On a global average, the MIPAS-ESA dataset is also almost identical compared to ACE-FTS in the lower stratosphere (10 to 30 km) but exhibits a dry bias compared to ACE-FTS in the upper stratosphere (i.e. between 20 to 50km, see Fig. 3(d)), although according to the uncertainties, the dry bias is not significant. The global minimum value around the tropopause for HDO coincident profiles is consistently observed at an altitude of 16 km across all databases. Specifically, ACE-FTS and MIPAS-IMK demonstrate a minimum concentration of 0.54 ± 0.13 ppbv and 0.56 ± 0.25 ppbv, respectively, while the coincident profiles of ACE-FTS and MIPAS-ESA yield a minimum of 0.53 ± 0.13 ppbv for ACE-FTS and 0.58 ± 0.24 ppbv for MIPAS-ESA. Högberg et al. (2019) also compared HDO profiles from the above-mentioned previous versions of the MIPAS-IMK and ACE-FTS. They demonstrated a high consistency in the structures along the stratosphere between the two databases. They showed a dry bias of MIPAS-IMK in the tropopause and the lower mesosphere of roughly 0.1 ppmv. In this new version of the data, the dry bias is present in comparison to ACE-FTS, but it is even more reduced.
Figure 3. Global averaged vertical profiles comparison between ACE-FTS (black dots) and MIPAS-IMK (blue dots) are shown for (a) H₂O observations and (b) HDO observations. Global averaged vertical profiles comparison between ACE-FTS (black dots) and MIPAS-ESA (blue dots) are shown for (c) H₂O observations and (d) HDO observations. The error bars represent the 1σ standard deviation.

4.2. Bias comparison

Figure 4 shows the biases derived from the profile-to-profile comparisons as described in section 3.1.3. As shown above, the comparisons are typically based on several thousand coincidences above approximately 15 km, and cover latitudes from 90° S to 90° N for the 2004-2012 period.
Figure 4. Comparisons between MIPAS-IMK, MIPAS-ESA and ACE-FTS for H\textsubscript{2}O (top panels) and HDO (bottom panels): (a, e) the absolute bias, (b, f) the relative bias, (c, g) the standard deviation of the relative bias and (d, h) correlation. Black dashed lines indicate 0 ppbv, 0\%, 30\% and 0.5 from left to right in the different panels.

There is a good agreement in the H\textsubscript{2}O absolute bias between 10 km and 30 km for the three databases (Fig. 4(a)). Between MIPAS (IMK and ESA) and ACE-FTS, the absolute bias reaches 1 ppmv near the 40 km region. The comparisons of the MIPAS-IMK data set with the coincident MIPAS-ESA profiles show relative biases less than 7.6 \% in the middle stratosphere (close to 30 km). The relative biases observed in the three analyzed cases for the lower stratosphere (10-30 km) are all below 8.9 \%, as depicted in Fig. 4(b). Beyond the altitude of 30 km, the relative biases in the comparisons with the ACE-FTS data
set exhibit values exceeding 9.0 %, increasing with altitude until reaching approximately the 40 km region, where the bias starts to decrease. Figure 4(c) shows the comparison between the H$_2$O debiased standard deviations of H$_2$O obtained by comparing the data sets. All the results show a good agreement and small variations in all the stratosphere. The correlation coefficients are always positive and almost always greater than 0.5 (Fig. 4(d)). Lower correlation coefficients (0.37) are observed in the 15 km to 18 km altitude range in the MIPAS-IMK and MIPAS-ESA comparisons, related to higher standard deviation values (22.6 %).

HDO absolute bias varies from -0.56 to 0.07 ppbv in the 16 to 30 km altitude range (Fig. 4(e)). The relative bias for HDO ranges from -8.7 to 9.2 % (Fig. 4(f)) between the same altitudes. The HDO debiased standard deviations (Fig. 4(g)) shows values of 50 % and higher in the comparisons using MIPAS-ESA. The lowest correlation coefficients (below of 0.44) are also found for MIPAS-ESA comparisons (Fig. 4(h)), with a minimum correlation of 0.23 and 1-σ of 69.4 % in the range between 15 and 18 km.

In accordance with previous comparisons by Högb erg et al. (2019) between MIPAS-IMK and ACE-FTS datasets, relative biases for H$_2$O were found to be smaller than 10.0 %. However, in our current study, deviations show an increasing trend beyond 35 km, reaching a maximum value of 20.1 % at 44 km. For HDO, the relative biases remain below 10.0 %, which is consistent with the findings of Högb erg et al. (2019). Moreover, the comparison reveals similar behavior below 12 km and above 35 km, where the relative biases exceed the 10.0 % threshold. For MIPAS-ESA, Raspollini et al. (2020) also showed the HDO mean absolute and relative bias between MIPAS-ESA and ACE-FTS v4.1/4.2 data. However, they use different coincidence criteria for the determination of coincident profiles, and then, their results are not directly comparable.

Tables 1 and 2 summarise the global average characteristics of the H$_2$O and HDO comparisons between 16 to 30 km (from the tropical tropopause to the middle stratosphere) for the period 2004-2012. The results come from coincident profiles for the full globe without latitude restriction.

**Table 1.** H$_2$O range of the statistical quantities for the comparison of the databases between 16 to 30 km of altitude for the full globe. From left to right: the mean absolute bias, the mean relative bias, the debiased standard deviation and the correlation coefficient.

<table>
<thead>
<tr>
<th></th>
<th>Bias Abs. H$_2$O (ppmv)</th>
<th>Bias Rel. H$_2$O (%)</th>
<th>1σ Bias H$_2$O (%)</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIPAS-IMK vs ACE-FTS</td>
<td>-0.03 - 0.15</td>
<td>-0.7 - 4.0</td>
<td>7.7 - 11.1</td>
<td>0.69 - 0.75</td>
</tr>
<tr>
<td>MIPAS-ESA vs ACE-FTS</td>
<td>0.22 - 0.45</td>
<td>5.4 - 8.9</td>
<td>5.8 - 13.0</td>
<td>0.51 - 0.85</td>
</tr>
<tr>
<td>MIPAS-ESA vs MIPAS-IMK</td>
<td>-0.06 - 0.40</td>
<td>-1.7 - 7.6</td>
<td>9.1 - 22.6</td>
<td>0.37 - 0.79</td>
</tr>
</tbody>
</table>
Table 2. HDO range of the statistical quantities for the comparison of the databases between 16 to 30 km of altitude for the full globe. From left to right: the mean absolute bias, the mean relative bias, the debiased standard deviation and the correlation coefficient.

<table>
<thead>
<tr>
<th></th>
<th>Bias Abs. HDO (ppbv)</th>
<th>Bias Rel. HDO (%)</th>
<th>1σ Bias HDO (%)</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIPAS-IMK vs ACE-FTS</td>
<td>-0.05 - 0.07</td>
<td>-4.9 - 9.2</td>
<td>23.7 - 36.2</td>
<td>0.37 - 0.65</td>
</tr>
<tr>
<td>MIPAS-ESA vs ACE-FTS</td>
<td>-0.01 - 0.04</td>
<td>-1.0 - 8.1</td>
<td>39.0 - 46.4</td>
<td>0.33 - 0.48</td>
</tr>
<tr>
<td>MIPAS-ESA vs MIPAS-IMK</td>
<td>-0.06 - 0.09</td>
<td>-8.7 - 10.6</td>
<td>45.9 - 69.4</td>
<td>0.22 - 0.44</td>
</tr>
</tbody>
</table>

The relative biases in the lower stratosphere show a difference of less than 8.9 % but higher than -1.7 % for H₂O (Table 1) as shown in the Fig. 4. The comparison between MIPAS-IMK and ACE-FTS has a 1-σ standard deviation within the range of 7.7 to 11.1 %, and a maximum correlation of 0.75. On the other hand, the average difference between MIPAS-ESA and ACE-FTS in the lower stratosphere is ranging 5.4 to 8.9 %, exhibiting a wet bias and well within the 1-σ standard deviation of 5.8 to 3.0 % and has a maximum correlation coefficient of 0.85. Finally, quantifying the H₂O differences between MIPAS-ESA and MIPAS-IMK in the lower levels of the stratosphere, a dry bias of 1.7 % was observed at an altitude of 16 km. Within lower stratosphere region, the relative bias exhibited a range of -1.7 to 7.6 %, well within the 1-σ standard deviation of 22.6 % in the range of 9.1 to 22.6 % and a correlation coefficient of 0.37 at 16 km. The correlations in the lower levels of the stratosphere were between 0.37 to 0.79.

For HDO (Table 2) the mean absolute bias is much smaller for the three databases in the lower stratosphere and the relative bias is between -8.7 to 10.6%. In contrast to H₂O, the debiased standard deviation ranges are far larger with values between 23.7 and 69.4 %, and the correlation coefficients are lower, between 0.22 to 0.65.

4.3. Comparisons of seasonally averaged latitude cross-sections

Figure 5 shows the seasonally averaged latitude-pressure cross sections of H₂O and HDO for the three data sets considered in the comparisons from 90° S to 90° N. Water shows a large depletion in the tropopause in the three data sets both in JJA (Fig. 5(a)) and DJF (Fig. 5(b)), with values between 3-5 ppmv in the lower stratosphere. In Antarctica, the H₂O and HDO values in the polar winter vortex is less than 2.9 ppmv and 0.33 ppbv, respectively. These low values evidence the effect of dehydration through the formation of PSCs. The depletion in the tropics occurs at a higher altitude than in the mid-latitudes. A secondary minimum in the tropical middle stratosphere is also appreciated in both seasons, associated with the minimum originating in the lower stratosphere during the previous year and propagated upward by the Brewer-Dobson circulation. ACE-FTS might even show a third minimum, at least for DJF. This ascent rate of water vapor in the tropical lower stratosphere by the upwelling branch of the Brewer-Dobson circulation imprint a seasonal cycle of H₂O known as the atmospheric tape recorder (Mote et al., 1996) as will be seen in the next section. With increasing altitude, an increase in H₂O is found to be consistent with the
global mean vertical profiles shown in Fig. 3. Higher values of H$_2$O are found first over high latitudes in the summer hemisphere reflecting the production of WV through methane oxidation under a long duration of sunlight (LeTexier et al., 1988). In general, H$_2$O shows in the zonal mean the expected distribution that has been established in previous studies (e.g., Randel et al., 2001). The general distribution of HDO (Fig.s 5(c) and 5(d)) shows some similarities to that of H$_2$O (Fig. 5(a) and 5(b)), reflecting that both species have a common in situ source in the stratosphere, i.e., oxidation of CH$_4$ and H$_2$.

The changes in $\delta D$ mirror changes in H$_2$O and HDO in the stratosphere (Fig. 6). Above the climatological tropopause, a large depletion in $\delta D$ is found in the three datasets. During the boreal summer, the latitudinal gradient in $\delta D$ due to atmospheric dynamics associated with the polar vortex can be distinguished (Fig. 6(a)). However, there is still a relative minimum in $\delta D$.
near the tropopause in all latitudes. A secondary minimum about 30 km in the tropical stratosphere is more clearly observed in MIPAS-IMK data and MIPAS-ESA data than in ACE-FTS data, both for summer (Fig. 6(a)) and winter (Fig. 6(b)). Finally, in MIPAS-ESA data, the air above 30 km is not enriched in deuterium as in the other two databases. It is known that the oxidation of methane in the stratosphere should cause an increase in the isotopic ratio, as water vapour transported from the troposphere to the stratosphere is stronger depleted in the heavier isotopologues (Wang et al. 2018). The results obtained with δD for ACE-FTS are in agreement with Randel et al. (2012) results from previous data versions (2004 to 2009). δD for MIPAS-IMK is partially in agreement with Högb erg et al. (2019), these authors also observed two minima in the lower stratosphere in previous version (2002 to 2004), but the minima in Högb erg et al. (2019) are less intense than the result in Fig. 6 at 25° S.

Figure 6. Meridional cross-sections of δD in (a) summer (JJA) and (b) winter (DJF) for the three datasets. The left column represented ACE-FTS data, the middle column the MIPAS-IMK data and the right column the MIPAS-ESA data. The climatology is based on the 2004-2012 period. Data gaps are indicated by white areas; in MIPAS-IMK they are related to the strict cloud-clearing algorithm used to retrieve data.

4.4. Comparison of the tropical seasonal cycle

Several details of the vertical propagation of the tropical seasonal signal and the interannual variability of the three databases are shown in Fig. 7, which depicts the height-time diagrams over 30° S and 30° N of H₂O (left panels) and HDO (right panels) concentrations. Figures 7(a), 7(b) and 7(c) show minimum annual values in H₂O and HDO originating near the tropical tropopause and propagating vertically to above 25 km, which is known as the tape recorder signature (Mote et al., 1996). The interannual variability in ACE-FTS data ((Fig. 7(a)) and MIPAS-IMK ((Fig. 7(b)) data are more similar between them to the MIPAS-ESA interannual variability ((Fig. 7(c)).
Figure 7. Altitude vs. time diagrams over 30º S and 30º N of H₂O and HDO VMR for the datasets (a) ACE-FTS, (b) MIPAS-IMK, and (c) MIPAS-ESA. White color indicates data gaps.

The altitude-time variability of δD is depicted in Fig. 8. ACE-FTS data (Fig. 8(a)) show small annual fluctuations in the lower stratosphere though it shows the characteristic tape recorder pattern of the annual δD minimum. By contrast, in MIPAS-IMK, the annual variation related to the tape recorder signature is evident (Fig. 8(b)). Lossow et al. (2020) showed that a tape recorder signal exists in ACE-FTS version 3.5 data as well, although with a lower seasonal amplitude of ~ 25 ‰ in contrast to MIPAS-IMK δD data, that have (in the data version investigated there) a seasonal amplitude of about 75 ‰. Figure 8 demonstrates that the differences in seasonal amplitudes found for older data versions remain for the most recent data versions. Finally, MIPAS-ESA show a minimum in the lower stratosphere with low vertical propagation.

In the troposphere near to 14 km, a deuterium depletion (compared to SMOW) of -560 ‰ is observed for MIPAS-ESA, -420 ‰ for ACE-FTS and -470 ‰ for MIPAS-IMK. As it was previously shown in the Fig.3, the MIPAS instrument shown a negative bias at the troposphere, while the ACE-FTS instrument can measure with higher sensitivity further down in the atmosphere, reaching the upper middle part of the troposphere. For this reason, it is most likely that the ACE-FTS database shows more realistic values of the δD distribution at these altitudes compared to the other instrument.
Figure 8. Height-time diagrams of δD in the 30° S-30° N band derived from (a) ACE-FTS observations, (b) MIPAS-IMK observations and (c) MIPAS-ESA observations during 2004-2012.

In Fig. 8, there is a steep vertical gradient in the troposphere for both MIPAS-IMK and ACE-FTS. The dry δD in MIPAS-IMK and ACE-FTS between 14 to 20 km are between -730 to -680 ‰ and -680 to -620 ‰. For MIPAS-ESA I see up to ~18 km mostly blue values around -560 ‰.

5. SUMMARY AND CONCLUSIONS

This work presents H₂O, HDO and δD comparisons among 3 data sets of stratospheric and lower mesospheric data from two different satellite instruments, ACE-FTS and MIPAS. The recent data versions ACE-FTS V4.1/4.2, MIPAS-IMK V5H_H2O_20, V5R_H2O_220/221, V5H_HDO_22 and V5R_H2O_222/223 and MIPAS-ESA Level 2 V8 were compared. Specifically, the comparison with MIPAS-ESA is performed for the first time in this work for the period 2004 - 2012. The database comparison is based on two approaches: profile-to-profile comparisons, and climatology comparisons not requiring coincidences of the observations. The main conclusions of this study are summarized as follows:

The vertical behavior of H₂O profiles between 16 and 30 km altitude levels shows remarkable similarity between ACE-FTS and MIPAS-IMK, with only minor differences observed between ACE-FTS and MIPAS-ESA within these altitudes.
Discrepancies can be observed above 30 km in MIPAS (IMK and ESA) vs ACE-FTS, but according to the uncertainties, they are not significant. The global HDO profiles are almost identical when comparing ACE-FTS and MIPAS-IMK. In the case of MIPAS-ESA, a negative difference is depicted in the upper levels of the stratosphere, but it is within the 1-σ standard deviation of the global average coincident profiles. The analysis conducted in this study highlights a higher level of agreement in HDO measurements obtained from ACE-FTS in both comparison cases. These findings contribute to our understanding of the agreement and discrepancies among the datasets analyzed in this study. The results are quite similar to those obtained by Högberg et al. (2019) for previous versions of MIPAS-IMK and ACE-FTS for the period 2002-2004.

Biases from profile-to-profile comparisons exhibited the quantity differences between the global average profiles. H$_2$O biases in the lower stratosphere (16 km to 30 km) ranged from -1.6 % to 8.9 % across the three databases. The largest biases were found just above 35 km in MIPAS (ESA and IMK) vs ACE-FTS comparisons, reaching maximum deviations of 20.1 % and 20.5 % at 43 km (ESA) and 44 km (IMK) respectively. The 1-σ standard deviation among the databases ranged from 5.7 % to 22.6 %. Correlation coefficients were mostly above 0.5, except for MIPAS-IMK vs MIPAS-ESA comparisons in the upper troposphere and lower mesosphere. The HDO biases observed within 16 km and 30 km exhibit reduced variability and consistently remain below 10.6 %. Specifically, when comparing HDO measurements between ACE-FTS and MIPAS-IMK, a positive bias of less than 10.2 % and a negative bias exceeding -2.9 % are observed. HDO biases agreed with Högberg et al. (2019), ranging from -8.7 % to 10.6 % in MIPAS-IMK vs ACE-FTS. For MIPAS-ESA, Raspollini et al. (2020) used a different method for coincident profile determination, making direct comparisons of HDO biases with our study unfeasible. In terms of combined precision and Pearson correlation coefficient, comparisons involving MIPAS-ESA showed poorer performance compared to MIPAS-IMK and ACE-FTS. Lower correlation and higher 1-σ values were observed in the 14 km to 17 km altitude range, which corresponds to the tropical tropopause region.

We also overviewed meridional cross sections in the three databases. Consistent with previous observations, the overall vertical structure of H$_2$O and HDO exhibits a large depletion near the tropopause and a secondary minimum above in the tropical region and an increase in H$_2$O and HDO with altitude because of the methane oxidation. An exception here for HDO is the MIPAS-ESA data set which shows the secondary minimum in HDO at higher altitudes than in MIPAS-IMK and ACE-FTS. MIPAS-ESA practically doesn’t show the HDO increase at high latitudes and altitudes. The vertical structure of δD is in good agreement with previous versions of MIPAS-IMK and ACE-FTS data (Randel et al., 2012; Högberg et al., 2019). Latitude-altitude sections of δD for MIPAS-ESA have never been shown before and they exhibit distinct discrepancies with the other two databases.

Finally, the general depiction of the tape recorder signal in H$_2$O and HDO for the three databases seems to be reasonable. However, the temporal variations in stratospheric δD show different signals. MIPAS-ESA depicts minimal variations in δD in
the lower stratosphere with some short vertical propagations each year. ACE-FTS shows slight discrepancies with MIPAS-IMK as in the previous versions of the data (Randel et al., 2012).

In conclusion, the lack of complete agreement among the three databases presents challenges in reaching definitive conclusions. Nevertheless, the findings from this study suggest that the MIPAS-IMK dataset provides a more realistic signal for the entire stratosphere. However, it is crucial to exercise caution when interpreting these results, specifically considering the sampling limitations of ACE-FTS in the tropics, during the period of study, especially at lower altitudes.
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