Response to Referees' Comments
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We thank the two referees for their invaluable insights, which have greatly enhanced the quality of the paper. We provide here a comprehensive response to the comments received. Referee#1’s comments are in red and Referee#2’s comments are in blue. For each comment, an answer is provided in normal text, citations from the text are in italic and the modifications from the new version of the manuscript are provided in bold and small text. Note that modifications have been included only when deemed substantial enough.

Attached to this response, we also provide the new version of the manuscript and a track-changes document.
General comments

The time dimension of the isotopic signatures in the control vector is not clear. The results suggest the INV_REF optimizes these signatures per year. The justification for doing this is missing. The discussion section mentions that an intermediate solution (between fixed and full optimization of signatures) may be preferable. To me it would make sense to optimize time domain averaged signatures only, potentially with a trend for processes for which this might be relevant. I wonder how variable to year-to-year signature adjustments are, which is not shown. The risk of the current approach – if I understand it correctly - is that uncertainties of annual signatures strongly covary with the uncertainties of emissions, and therefore emission IAV ends up as IAV in isotopic signatures.

Section 2.4 is expected to offer the information that Referee #2 is seeking.

In the first paragraph, we explain the rationale behind optimizing only one scaling factor per continental region.

The second paragraph details our approach. For each continental region, we optimize a scaling factor per year for FF and AGW, and a single scaling factor for the entire period (1998-2018) for WET, BB, and NAT.

The FF and AGW categories are the result of the aggregation of multiple sub-categories whose emissions can fluctuate over time within optimized regions. Therefore, the isotopic signatures of these two categories might change over time within each continental region due to variations in the source mixture. For instance, US coal production decreased between 2000 and 2018, while natural gas and crude oil production increased. The methane emissions stemming from these different types of production have distinct signatures according to the literature. Consequently, the FF isotopic signature in this region is likely to change, even if the individual signatures (for oil, natural gas, and coal) remain unchanged. A similar concept applies to AGW due to changes in C3/C4 diets.

For the other categories, we lack sufficient data to support changes in source signatures. Therefore, we prefer to optimize a single scaling factor for the entire period.

We could have opted to optimize scaling factors for FF and AGW at longer intervals, such as every 3, 5, or 10 years. However, for our initial testing, examining year-to-year variations seemed more insightful.

We believe that it is primarily the Interannual Variability (IAV) of the source mixture that could manifest as IAV in the isotopic signatures. Rather than altering the IAV of the source mixture in a specific region, the system may choose to modify the isotopic signatures, as is likely the case in our inversions. To mitigate this “target shift,” it is crucial to obtain a more accurate estimate of the uncertainties in source signatures for different categories. Although the methodology for determining these uncertainties can certainly be improved, we believe that optimizing only a single scaling factor for the entire period for categories like FF and AGW is not a suitable approach. This approach sidesteps a significant aspect of the problem, which is that source signatures for these categories (and their uncertainties) can indeed change over time.
To make the information about the temporal optimization of source signatures clearer, we included additional columns in Table 2. We also added two figures in Appendix B (Figure B3 and Figure B4) showing the temporal variations of prior and posterior source signatures and introduced the figures in Sect 3.6.

Figure B3. Same as Figure 7 but for prior signatures. For each panel, time-series are anomalies around a 2002-2014 mean value. Units of variations and means are %. Note that x-axis ranges from 1998 to 2018 to illustrate the effects of the spin-up and spin-down mentioned in Sect. 2.8. Also, note that the regions used here are slightly different from the regions selected for the optimization.
The most promising added value of dD measurements is to facilitate the independent estimation of methane sources and sinks. However, the current setup only supports the optimization of emissions. Sensitivity tests are done to evaluate the use of different OH scenarios, but it is not clear which of them is most consistent with the dD data. Without in depth analysis of the benefit of dD for estimating methane sinks I do not think it is justified to conclude that the usefulness of dD measurements is limited.

In the OH scenarios, unfortunately, only $^{12}\text{CH}_4$ and $^{13}\text{CH}_4$ are transported and simulations cannot be compared to $\delta(D, \text{CH}_4)$ measurements. We did not try to optimize sinks because optimizing source signatures already adds a large number of degrees of freedom to the system.

In addition, we do not understand the statement: "The most promising added value of dD measurements is to facilitate the independent estimation of methane sources and sinks". We would appreciate some reference supporting it. Reactions with OH, $\text{O}^*(D)$ and Cl have fractionation coefficients that depend on the isotope so it might help us to gain some information about the sink mixture. However, we do not believe the methane sources and sinks can be independently optimized with the help of $\delta(D, \text{CH}_4)$ measurements because both emissions and sinks affect the $\delta(D, \text{CH}_4)$ isotopic composition in the atmosphere. Both estimates would be strongly correlated if only isotopic data were used. Without a good estimate of $\delta(D, \text{CH}_4)$ source signatures, we cannot precisely estimate the effect of the sources on the isotopic composition and hence, the effect of the sinks.
Furthermore, if the Referee is referring to line 584 in Section 3.7, it is important to note that our objective is not to diminish the value of $\delta(D, CH_4)$ measurements in a general context. Instead, we wish to emphasize that assimilating these measurements yields only marginal changes within our specific setups, while substantially increasing computational costs. We have slightly changed this paragraph.

Finally, assimilating $\delta(D,CH_4)$ observations and optimizing $\delta_{\text{source}}(D,CH_4)$ source signatures in INV_DD have a very small influence on our posterior emission estimates, as indicated in Table 5. The most significant difference observed is a small positive shift of $+0.5 \%$ in the BB posterior source signature compared to INV_REF. Consequently, with our setups, assimilating $\delta(D,CH_4)$ does not appear to provide any substantial additional constraint on the CH$_4$ budget estimate. Several factors may contribute to this result: 1) the existing network provides comparatively fewer $\delta(D,CH_4)$ observations in comparison to $\delta(13C,CH_4)$ observations, 2) $\delta(D,CH_4)$ observations spans only the period from 2005 to 2010 and therefore, the full run cannot be fully constrained by this data and 3) the constraints may be too weak due to an overestimation of the prescribed uncertainties in $\delta_{\text{source}}(D,CH_4)$ sources signatures. As including $\delta(D,CH_4)$ in the inversion doubles the computational cost compared to a setup like INV_REF, we recommend not assimilating $\delta(D,CH_4)$ in our system until either the computational cost can be reduced, more observations become available or lower uncertainties are established.

Some further discussion is needed of the absence of posterior uncertainties in the current setup. Strictly speaking, without posterior uncertainties the statistical significance of the emission adjustments that are found cannot be judged. I can accept an argument that the current system is not prepared to generate them yet, although I do consider it a major shortcoming. For this reason, some discussion is needed of options and future plans to address this important methodological limitation of the system that is presented.

This question is specifically addressed in the GMD paper presenting the inversion system (Thanwerdas et al., 2022), section 3.5. It is also addressed, to a lesser extent, in the conclusion:

*Running a large ensemble of sensitivity experiments is therefore too costly, preventing the accounting of systematic uncertainties and the derivation of robust posterior statistics. Future developments will focus on implementing parallelization methods in order to drastically reduce the computational burden without affecting the results.*

Formally, posterior uncertainties are given by the Hessian of the cost function (Meirink et al. 2008). This matrix can hardly be computed at an achievable cost, considering the size of the inverse problem. Other means must be implemented to obtain the posterior uncertainty, such as estimating a lower-rank approximation of the Hessian, using Monte Carlo ensembles of the variational inversion to represent the prior uncertainties (Chevallier et al., 2007), or computing multiple configurations covering a given range of possibilities. As explained in the conclusion, the reduction of the computational cost and the use of parallelization methods are the two most promising approaches. At present, the computational cost have been largely reduced following a GPU porting of the LMDz code (Chevallier et al., 2023). In addition, it is now possible to split the full assimilation time window into shorter windows so the total runtime can be reduced. These new features are yet to be tested with realistic setups but preliminary results are promising.

In addition, M1QN3 is not the only optimization algorithm that can be utilized to perform variational inversions in the CIF. The CONGRAD algorithm (Fisher, 1998), which follows a conjugate gradient method combined with a Lanczos algorithm, is also implemented. In particular, it facilitates the computation of posterior uncertainties considerably. How-
ever, CONGRAD has not yet been tested with $\delta^{13}$C(CH4) data and is only designed for linear problems. Therefore, optimization of isotopic signatures would not be possible. Furthermore, we recently noticed that CONGRAD was less efficient than M1QN3 in minimizing the cost function. While exploring alternative algorithms is a possible solution, we do not believe it to be the most optimal course of action to pursue.

Some additional information has been added to the conclusion.

Also, the main limitation of our inversion system is the associated computational cost and the absence of posterior uncertainties. Formally, posterior uncertainties are given by the Hessian of the cost function (Meirink et al., 2008). This matrix can hardly be computed at an achievable cost, considering the size of the inverse problem. Other means must be implemented to obtain the posterior uncertainty, such as estimating a lower-rank approximation of the Hessian using Monte Carlo ensembles of the variational inversion to represent the prior uncertainties (Chevallier, 2007). However, the amount of time required to run a single inversion is too large at present, preventing the derivation of robust posterior statistics but also the accounting of systematic uncertainties. Recent developments in the CIF (Chevallier et al., 2023; Chevallier, 2013) may help us to significantly reduce our computational costs and run Monte Carlo ensembles. While these new features have not been tested with realistic configurations yet, preliminary results are promising.
Specific Comments

The abstract lists percentage changes, but could an estimate in the uncertainties of these changes be included?

We would be willing to make the change but it is not clear what part of the abstract the Referee is referring to. We provide an answer depending on where it could be.

Line 12, we provide the percentage of total emission increase attributed to FF and AGW in INV_REF. If we provided an uncertainty based on all the sensitivity inversions for these numbers, it would mean that we give the same weight to, e.g., the reference inversion and the inversion testing the OH from Turner et al. (2017). We prefer not to do so because it would change the take-home message. Also, if we remove the sensitivity experiments where the OH from Turner et al. (2017) is used and where the source signatures are not optimized, the results are very much alike (±1%). We could add it but we do not think it is relevant here as we believe the reader will not easily understand where this uncertainty comes from (at least without reducing the clarity of the abstract).

Line 18, we provide an update of these values for INV_LOCKED compared to INV_REF. We cannot provide an uncertainty because we are just comparing two distinct inversions.

Line 42 – it would be useful to indicate the best estimates of the percentage of methane that is removed by each of these sinks.

We agree with this comment and added information to the text.

This species is mainly removed from the atmosphere through oxidation by the radical hydroxyl (OH), which represents about 92 % of the total sink (Saunois et al., 2020; Thanwerdas et al., 2022b). Other sinks such as oxidation by atomic oxygen (O₁D), chlorine (Cl) and methanotrophs in the soil contribute about 1.5 %, 1.5 %, and 5 %, respectively, to the total removal of CH₄ (Saunois et al., 2020; Thanwerdas et al., 2022b). Note that these numbers come with non-negligible uncertainties and vary from one study to another.

Line 89 – A range of the source values for δ₁³C is given, but not for δD. It would be useful to give an indication of this. The introduction should also explain how the sink processes affect the isotopic composition of atmospheric methane, noting the strong isotopic fractionation by the sinks in particular for δD.

We agree with this comment and added a full paragraph on the fractionation effect in the introduction.

Variations in atmospheric isotopic composition are not caused by sources only. Reactions between sink species (OH, O₁D and Cl) and CH₄ have rates that depend on the isotopologue. This effect is called fractionation and is represented, for a specific reaction, using the ratio of the reactions rates with the lightest and the heaviest member of a couple of isotopologues (e.g., ₁₂CH₄ and ₁³CH₄). The fractionation effect explains why the atmospheric isotopic composition is not equal to the flux-weighted mean source signature of all the CH₄ sources. It acts at shifting this mean source composition towards less negative values when CH₄ enters the atmosphere and gets removed by the sinks. This effect is particularly important for δsource(D,CH₄) because the flux-weighted mean source signature and the observed isotopic composition are approximately −330 ‰ and −95
‰, respectively (Sherwood et al., 2017). For δ\(^{13}\text{C,CH}_4\), this effect is smaller, shifting the source signature from approximately \(-53.6\) ‰ to \(-47.3\) ‰ in the atmosphere (Sherwood et al., 2017).

It should be noted that although the model is run from 1998 to 2019 the δD isotope data are only available for a part of this so the full run cannot be constrained with this isotope.

We agree with this comment. Although we included the period of time covered by the δ(D,CH\(_4\)) isotope data when introducing the observations, we did not emphasize enough that δ(D,CH\(_4\)) isotope data is scarce over the full assimilation window. We added a comment when introducing the corresponding sensitivity experiment and also when presenting the results.

*Note that δ(D,CH\(_4\)) observations spans only the period from 2005 to 2010 and therefore, the full run cannot be fully constrained by this data.*

Table 1 – how well are these fractionation factors known? I think there needs to be some discussion of this as it could have a significant effect on the results if slightly different values are used. Was this considered in the sensitivity studies?

At present, the literature provides very few estimates of the fractionation factors for the different methane sinks.

For Cl+CH\(_4\) and O(\(^1\text{D}\))+CH\(_4\), to the best of our knowledge, the fractionation factors were only estimated by Saueressig et al. (1995, 1996, 2001).

For OH, Burkholder et al. (2019) recommends using the Saueressig et al. (2001) rates but suggests increasing the uncertainty in the OH fractionation to include Cantrell et al. (1990) as a possibility. As shown by Basu et al. (2022), switching to the value from Cantrell et al. (1990) has a large influence on the results, although they do not optimize source signatures in their setup. In our paper, we preferred to allocate computation time to a sensitivity inversion testing a different OH field rather than testing a different OH fractionation factor. Furthermore, Saueressig et al. (2001) indicate their data is of considerably higher experimental precision and reproducibility than previous studies, in particular Cantrell et al. (1990). Therefore, we decided not to test another value.

All these estimates come with uncertainty ranges that we could also consider in our inversions (e.g. with a Monte-Carlo approach). In our case, the main limitation remains the large computational cost of one inversion. With the new system being developed at the moment, we hope to be able to run more sensitivity tests as the computation time is largely reduced. Then, it will be easier to test different fractionation values.

We modified the text to include a discussion about the fractionation factors.

The fractionation effect must also be represented in the modelling framework. Table 1 provides the fractionation coefficients applied for each loss reaction. For the OH sink, we adopted the estimate derived by Saueressig et al. (2001). Burkholder (2020) recommends using the Saueressig et al. (2001) rates but suggests increasing the uncertainty in the OH fractionation to account for Cantrell et al. (1990) estimate (1.0054). As shown by Basu et al. (2022), switching from Saueressig et al. (2001) to Cantrell et al. (1990) estimates has a large influence on the results, despite the authors do not optimize source signatures in their setup. As Saueressig et al. (2001) indicate their data is of considerably higher experimental precision and reproduci-
bility than previous studies, in particular Cantrell et al. (1990), we prefer to allocate computation time to a sensitivity inversion testing a different OH field rather than testing a different OH fractionation coefficient. In addition, these estimates of fractionation coefficients come with uncertainty ranges that we could also consider in our inversions (e.g. with a Monte-Carlo approach). In our case, the main limitation remains the large computational cost of one inversion (see Sect. 2.8). In the future, we hope to be able to increase the number of sensitivity tests and account for this uncertainty. For this work, the values we adopt are the best estimates for each fractionation coefficient.

There is a good explanation of how the isotopic signatures were selected in section 2.4. I agree with the authors that the regional uncertainties in δ13C that have been used are probably overestimates, but it is difficult to improve this estimate. How useful would more data on isotopic signatures of δD be, and are there particular sectors for which this is most lacking?

Data for δ(D,CH₄) isotopic signatures is mostly missing, similarly to δ(¹³C,CH₄), for non-fossil source, as for. Additionally, the range of observed values are larger than those of δ(¹³C,CH₄) and therefore leads to larger uncertainties.

In our work, we decided to use the same estimates as those adopted in Warwick et al. (2016) because we wanted to see how our simulated concentrations would compare to theirs. However, more recent (yet very similar) estimates are provided by Sherwood et al. (2021). Using this database, we might have been able to derive a value for each continental region for fossil fuel data. However, it would have been more problematic for non-fossil data as the δ(D,CH₄) data is very limited. It will be even more complicated if we want to derive a proper estimate of uncertainties in the future...

We added a sentence to address this lack of data for non-fossil sources in Section 2.4.

For future studies, additional δ(D,CH₄) data would be invaluable to derive realistic regional estimates, especially for non-fossil sources.

In section 2.9 it is mentioned that just the period 2002 to 2014 is included in the run. I think it should be mentioned in the abstract what time period is being considered, because if there have been significant changes from a particular source since (e.g. increase in emissions from wetland, such as in Zhang et al., 2023) then that wouldn’t have been seen.

We agree with this comment added a sentence to the abstract to increase clarity.

Here, we investigate the post-2007 increase in atmospheric CH₄ using the differences between 2002-2007 and 2007-2014.

Just a few years of δD data observational data have been used. Is there any evidence of an isotope trend in this, or is the time period too short to see this? Perhaps this should be commented on in section 3.1.

We agree with this comment and included a new figure (see below) to show a comparison between δ(D,CH₄) observations and prior and posterior simulations from INV_DD. Additionally, we investigated the linear trends that can be extracted from the δ(D,CH₄) data. A new paragraph has been added to the section 3.1.

For the sake of completeness, we also provide the comparison between δ(D,CH₄) observations and prior and posterior simulations from INV_DD in Appendix B (Fig. B1). After the inversion, simulations capture much better the observed δ(D,CH₄)
data, reducing the RMSE from 9.3 ‰ to 1.2 ‰. Although δ(D,CH₄) data is much more limited than δ(¹³C,CH₄) data, linear regressions show a small negative trend (−0.23 ‰ a⁻¹) between 2005 and 2009. Additionally, the trend is positive between 2005 and 2007 (+0.86 ‰ a⁻¹) and negative between 2007 and 2009 (−0.47 ‰ a⁻¹). It shows δ(D,CH₄) observations might also carry some information about the post-2007 CH₄ renewed growth. However, the Pearson’s correlation coefficients (r) suggest a low confidence in these trend estimates.

Figure B1. The left panel shows a comparison between δ(D, CH₄) observations, prior and posterior simulations. The right panel shows linear regressions applied on the monthly- and globally-averaged δ(D, CH₄) observations. We performed three linear regressions: 1) one over the full data period 2005-05 to 2009-07 (brown line), 2) one over the period 2005-05 to 2007-01 (violet line) and one over the period 2007-01 to 2009-07 (blue line). For each linear regression, the coefficient and the R² score are displayed in the legend. Note that the x-axis stops before 2010, as we have only selected months with sufficient data for the average to be representative of the whole globe.

Line 5: ‘amount fractions’. What is the reason to divert from the common use of mole fractions? ‘amount’ is much less clearly defined as ‘mole’, so I do not see the advantage of using ‘amount’.

The editor requested multiple changes before releasing the preprint to ensure the paper follows the SI System of Units and the Recommendations of the IUPAC Green Book. In our opinion, the most significant changes are:

- “mole fractions” have been modified to “amount fractions”
- “ppbv” have been modified to “nmol mol⁻¹”
- “molec. cm⁻³” have been modified to “cm⁻³”

The editor provided the following justification:

A better name for "mole fractions" is "amount fraction" (just as "mass fraction" is used, rather than "kilogram fraction", i.e., the name of the quantity is "amount", rather than "mole").

Note that we do not fully agree with these changes considering that most papers in ACP do not follow these recommendations. However, we understand the request because if every paper follows the same guidelines, then we suppose clarity and consistency across the papers would benefit from it.

Line 84: ‘PDB’. Confusion should be avoided about isotopic standards. Vienna PDB is used as the standard according to the text, but the value of the old PDB standard is mentioned. Furthermore, the notation in the equations suggests that the old PDB is used instead of VPDB.
We apologize for this mistake, it is indeed the old PDB standard that we used. At the time we started to create the inversion system, we decided to use the old standard because it was commonly adopted in the literature (e.g., Houweling et al., 2000; Lassey, 2007; Warwick et al., 2016; Strode et al. 2020). We tested the difference between the two standards and as long as the same standard is used for all the operations (conversion of fluxes and signatures to isotopic fluxes, conversion of simulated isotopic mixing ratios back to simulated methane mixing ratio and isotopic composition, ...), there is no influence on the results. Strode et al. (2020) report similar findings. However, as the Global Monitoring Division (GMD) observations now use the V-PDB standard with a value of 0.011183, we will move to this new standard for the future studies.

We modified the text accordingly.

**Line 230: How are source signatures discretized in time in the control vector?**

If the Referee is referring to $\delta^{13}$C,CH$_4$ source signatures, then the information is provided at the beginning of Section 2.4 and also in the answer to the first general comment above.

If the Referee is referring to $\delta$D,CH$_4$ source signatures, we indeed realized that we did not provide the information. As it is more difficult to find information about $\delta$D,CH$_4$ source signatures, we decided to optimize only one scaling factor for the entire period, for all the categories. We apologize for not providing this information before.

To make this information clearer, we included additional columns in Table 2 and we slightly modified the text.

**Line 278: Clarify the meaning of ‘aggregated’ here. Do you mean ‘averaged’?**

Yes, this is a poor choice of wording. We indeed mean ‘averaged’. We modified the text accordingly.

**Line 291: How are initial conditions discretized spatially in the control vector?**

We apologize for not including this information in the preprint. We added this information to the text.

To optimize the initial conditions, the globe is regularly discretized using latitudinal and longitudinal bands. A step of 30° degrees is applied to generate the bands, resulting in $6 \times 12 = 72$ regions. One scaling factor is optimized for each of these regions.

**Line 330: ‘using a sequence of short periods’ Some discussion of equilibration times in the context of isotopic inversions is presented in Houweling et al, 2017. To get this issue resolved once and for all, best would be to do an inversion using short and long-time windows to determine of the longer equilibration time of isotopes really makes a difference in inversions that do optimize the initial condition. Note that the equilibration time of CH4 itself is also significantly longer than then spin-up/down-time that is used. If that is not a problem in inversions using only CH4 data, then why would it be a problem in inversion that use isotopic data?**
We agree this issue should be resolved once and for all. This is what we intend to do in the future (Line 330: *Such a parallelization method should therefore be rigorously validated before interpreting its output*). 

However, if we perform such a test, certain questions still need to be answered:

- Should we optimize the initial conditions of each sub-window?
- What is the optimal overlap?
- What is the optimal duration of a sub-window?

Houweling et al. (2017) mentioned that the effect of long relaxation times on the results can be reduced by optimizing the initial conditions. So we believe the initial conditions of each sub-window should be optimized. Also, Chevallier et al. (2013) developed a more complex methodology than in Basu et al. (2022) to parallelize an inversion within a variational framework. For a specific window, this methodology accounts for the global concentration increment generated by the previous sub-windows. This is not always accounted for when splitting the full assimilation window into multiple sub-windows. 

This method consists of breaking down the full assimilation window into multiple sub-windows, and running smaller inversions in parallel for each sub-window. If source signatures remain constant, we expect the results to closely resemble those of a longer-term window inversion. Conversely, if source signatures are optimized, the influence of initial conditions on the atmospheric isotopic composition might persist over a time that is larger than the length of the sub-window. In this case, source signatures might remain unchanged and the results could be impacted. (for more on this topic, refer to the discussion on ‘spin-up’ in the following response).

To summarize, we believe this kind of experiment definitely requires a dedicated study, as the methodology is not unique and the parameters influencing the outcomes are numerous. As highlighted in our paper, we cannot consider any further inversion study with isotopic constraints without also focusing on assessing the impact of such a parallelization method on posterior results (with or without optimizing source isotopic signatures).

We added some information to the text in Sect. 2.9 (Computational aspects).

*While the number of CPU hours needed for these complex inversions remains reasonable, the overall runtime is excessive. It is therefore an important limitation of our system. Further developments on parallelization methods are being implemented to enable a significant reduction of the computational cost (e.g., Chevallier, 2013). This method consists of breaking down the full assimilation window into multiple sub-windows, and running smaller inversions in parallel for each sub-window. If source signatures remain constant, we expect the results to closely resemble those of a longer-term window inversion. Conversely, if source signatures are optimized, the influence of initial conditions on the atmospheric isotopic composition might persist over a time that is larger than the length of the sub-window. In this case, source signatures might remain unchanged and the results could be impacted. Therefore, it is crucial to rigorously validate this parallelization method before interpreting its results.*

Line 335: 3-4 years is still within the range of transport spin up times (for the largest time scales of atmospheric mixing). Tans et al discuss much longer time scales (see my previous comment)
A spin-up time, for an inversion, typically refers to a period at the beginning of the inversion where the errors in the assumed initial concentration field might influence the posterior fluxes. If the spin-up is taken too short, the inversion may fit the data by compensating errors in the initial condition with artificial emission adjustments.

Here, the initial concentrations are optimized so we might think that this effect is reduced. However, for 2-3 years after the start of the inversion, it is easier for the system to optimize the initial fields rather than the isotopic signatures. In Thanwerdas et al. (2022a), we found that the optimized source signatures slowly move away from the prior value over time. After 2-3 years, the posterior value finally reaches a new and rather stable state. As the influence of initial conditions on the isotopic composition decrease, the system prefers to optimize the source signatures, hence slowly reaching the posterior value. Naturally, this effect does not occur if we have only one scaling factor for the whole period. Also, this effect is significant because, in our setups, the system infers large adjustments to the source signatures in response to the large prescribed uncertainties. We expect this effect to be smaller if the prior uncertainties are reduced.

Also, we are not suggesting that the relaxation time and the spin-up should be equal. Houweling et al. (2017) mentions that the perturbation recovery time for CH₄ is also much longer than the spin-up time that is used in inversions using only CH₄ data (i.e., without using isotopes). Because the relaxation time is larger for the isotopic composition than for CH₄ alone, hence the spin-up time is necessarily larger.

We modified the explanation about the spin-up effect in Sect. 2.8 (Analysis period).

Thanwerdas et al. (2022a) suggested that the results of the inversion should be discarded up to 2-3 years after the beginning and 2-3 years before the end of the assimilation window. For the beginning of the window, although the term "spin-up" is not quite appropriate here because the cause of the discard is slightly different, the outcome is still similar. A spin-up time, for an inversion, typically refers to a period at the beginning of the inversion where the errors in the assumed initial concentrations field might influence the posterior fluxes. If the spin-up is taken too short, the inversion may fit the data by compensating errors in the initial condition with artificial emission adjustments. If the initial concentrations are also optimized, which is the case here, this effect can be reduced (Houweling et al., 2017). However, source signatures are optimized and for a certain period after the start of the inversion, it is easier for the system to optimize the initial δ(^13C,CH₄) fields rather than the isotopic signatures to fit the δ(^13C,CH₄) data. Thanwerdas et al. (2022a) found that the optimized source signatures slowly move away from the prior value over time. After 2-3 years, the posterior value finally reaches a new and rather stable state. In other words, as the influence of initial conditions on the isotopic composition decrease, the system prefers to optimize the source signatures, hence slowly reaching the posterior value. As the equilibration time for δ(^13C,CH₄) and δ(D,CH₄) is larger than the CH₄ equilibration time (Tans, 1997), this affects more the source signatures than the fluxes. For the end of the inversion, it is mainly caused by a lack of constraints at the end of the period so using the term "spin-down" is correct.

Line 385: Ostler et al indeed do not find a strong influence when replacing MIPAS, but they show a significant sensitivity to scaling MIPAS to ACE-FTS and conclude that the accuracy of these satellite measurements is probably not good enough yet to answer this question.

We agree and changed the formulation to include your remark.
Ostler et al. (2016) reported that model errors in simulating stratospheric CH₄ amount fractions could contribute to the XCH₄ bias. However, they did not find a strong improvement for LMDz and TM5 when replacing model simulations with MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) stratospheric CH₄. While this suggests that the biases in the GOSAT-simulation presented here are probably not caused by stratospheric discrepancies, it is important to note that the same authors conclude that current satellite measurements of stratospheric CH₄ may lack the precision necessary to eliminate these biases.

If we assume that the biases are solely the result of emission discrepancies, our findings indicate that the estimated tropical posterior emissions from our inversions might still be underestimated.

Figure 6: Which simulation is this?

The corresponding inversion is INV_REF. We modified the caption accordingly.

Line 475: What is the justification of wetland flux anomalies persisting for as long as 4 years?

We agree that this part of Section 3.5 is poorly written. We changed the formulation and explained the WET anomalies better.

However, posterior global WET emissions show negative anomalies between 1998 and 1999 and positive anomalies between 1999 and 2004. These anomalies are mainly located in South America, where about 30% of WET emissions originate. Zhang et al. (2018) suggested that the 1998-2000 ENSO (El Niño-Southern Oscillation) caused negative anomalies of WET emissions between 1998 and 2000 because of El Niño and subsequent positive anomalies between 2000 and 2002 because of La Niña. The fact that positive anomalies persist until 2004 rather than 2002 in our posterior emissions cannot be easily explained. Also, the positive anomalies last almost 5 years in total, which is not consistent with the 2-3 years inferred by Zhang et al. (2018). As AGW emissions are also large in South America, the inversion system might be wrongly attributing large but decreasing emissions between 2002 and 2004 to WET emissions rather than AGW emissions. If the period 2002-2004 that exhibit large positive anomalies is discarded, we find a small increase of 0.3 Tg a⁻¹ in global WET emissions between 2004-2007 and 2007-2014, therefore more consistent with the studies mentioned before.

line 643: For comparison to future studies, it would be useful to provide absolute emission increases in addition to fractional contributions to the total increase.

We believe the requested information is already provided in the upper part of Table 5 for all inversions (rows) and all categories (columns).

line 654: ‘enriched’ and ‘depleted’ seem reversed in this sentence.

Yes indeed, we apologize for this mistake and modified the text.
Technical corrections

Line 36 – capital C for Climate
This has been modified.

Lines 81,82 – explain what R13 and RD represent (ratios of 13C/12C and 2H/1H in the sample). Also note that these $\delta$ values are multiplied by 1000 to give values in ‰.
First part has been added.
However, we do not agree with the second part. Coplen et al. (2011) explains that "The factor 1000 is an extraneous numerical factor and should be deleted". But we added that the $\delta$ values are expressed in ‰.

Line 84. RPDB should be $1.12372 \times 10^{-2}$
Yes, indeed. Apologies for this mistake. We modified it.

Line256, Arctic (not Artic). You should mention that INSTAAR is part of University of Colorado.
This has been modified.

Data availability: Is the $\delta$D data from INSTAAR archived anywhere?
We apologize for not including the $\delta$D in the preprint. The data for $\delta$D is archived where CH4 and $\delta$13C data also are.

line 188: remove ‘Database’
We suppose the Referee refers to both EDGAR and GFED. This has been modified for both.

line 293: ‘setup IS detailed’
This has been modified.

line 374: section 3.4.
This has been modified.

line 447: ‘applies’ io ‘apply’
This has been modified.

line 457: ‘who suggest’ io ‘that suggests”
This has been modified.
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