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Abstract. Acetone is an abundant volatile organic compound in the atmosphere with important influence on ozone and oxidation 8 

capacity. Direct sources include anthropogenic, terrestrial vegetation, oceanic, and biomass burning emissions. Acetone is also 9 

produced chemically from other volatile organic compounds. Sinks include deposition onto the land and ocean surfaces, as well as 10 

chemical loss. Acetone’s lifetime is long enough to allow transport and reactions with other compounds remote from its sources. 11 

The latest NASA Goddard Institute for Space Studies (GISS) Earth System Model, ModelE2.1, simulates a variety of Earth system 12 

interactions. Previously, acetone had a very simplistic representation in the ModelE chemical scheme. This study assesses a more 13 

sophisticated acetone scheme, in which acetone is a full 3-dimensional tracer, with explicit sources, sinks and atmospheric 14 

transport. We evaluate the new global acetone budget in the context of past literature. Anthropogenic emissions, vegetation 15 

emissions, biomass burning, and deposition representations agree well with previous studies. Chemistry and the ocean contribute 16 

to both sources and sinks of acetone, with their net values agreeing with the literature, although their individual source and sink 17 

terms appear to be overestimated for chemistry and underestimated for ocean fluxes. We find the production of acetone from 18 

precursor hydrocarbon oxidation has strong leverage on the overall chemical source, indicating the importance of accurate molar 19 

yields for this source. Spatial distributions reveal that ocean uptake of acetone is strongest in northern latitudes, while production 20 

is mainly in mid-southern latitudes. The seasonality of acetone-related processes was also studied in conjunction with field 21 

measurements around the world. These comparisons show promising agreement, but have shortcomings at urban locations, since 22 

the model’s resolution is too coarse to capture behavior in high-emission areas. Overall, our analysis of the acetone budget aids 23 

the development of this tracer in the GISS ModelE2.1, a crucial step to understanding the role of acetone in the atmosphere. 24 

1 Introduction 25 

Acetone (C3H6O) is an abundant oxygenated volatile organic compound (VOC) that has important connections to ozone and the 26 

atmosphere’s self-cleansing oxidation capacity (Read et al., 2012). Acetone’s dynamic presence in Earth’s atmosphere can be 27 

described through sources, sinks, and mechanisms of transport. Extensive literature has discussed the nature of these sources and 28 

sinks, and some are more well-constrained than others. 29 

 30 

Primary sources of acetone in the atmosphere include anthropogenic, terrestrial vegetation, and biomass burning emissions. Past 31 

literature has found the fluxes of these sources to range between 1-2 Tg yr-1, 30-45 Tg yr-1, 2.5-4.5 Tg yr-1, respectively (Beale et 32 

al., 2013; Brewer et al., 2017; Elias et al., 2011; Fischer et al., 2012; Folberth et al., 2006; Jacob et al., 2002; Singh et al., 2000; 33 

Wang et al., 2020). Chemical production from other VOCs with 3 or more carbon atoms, each with their own molar yields, is 34 

another source of acetone in the atmosphere (Brewer et al., 2017; Fischbeck et al., 2017; Hu et al., 2013; Jacob et al., 2002; Singh 35 

et al., 2000; Weimer et al., 2017). 36 
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 37 

Sinks of acetone include wet and dry deposition onto the land surface, as well as chemical loss. Wet deposition occurs within and 38 

below clouds due to the solubility of acetone, and depends on its Henry’s Law coefficient (Benkelberg et al., 1995). Dry deposition 39 

occurs on the land surface. Chemical loss of acetone forms radicals through photolysis. Past literature has estimated the acetone 40 

sinks to be 10-30% dry deposition, and 40-85% chemical loss (Arnold et al., 2005; Elias et al., 2011; Fischer et al., 2012; Khan et 41 

al., 2015; Singh et al., 1994). The estimated fluxes are 10-16 Tg yr-1 and 45-60 Tg yr-1 for total deposition and chemical loss, 42 

respectively (Arnold et al., 2005; Brewer et al., 2017; Dufour et al., 2016; Elias et al., 2011; Fischer et al., 2012; Jacob et al., 2002; 43 

Khan et al., 2015; Marandino et al., 2005; Singh et al., 2000; Wang et al., 2020).  44 

 45 

The ocean surface is a bidirectional flux that provides both a source and a sink for acetone. Ocean surface conditions such as wind 46 

speed, sea surface temperature, and seawater concentration of acetone can influence the direction and magnitude of ocean-acetone 47 

exchange (Wang et al., 2020). Previous literature estimates an oceanic source flux of 25−50 Tg yr-1 and oceanic uptake flux of 48 

35−60 Tg yr-1. However, there is little consensus in the literature on whether the ocean serves as a net source or sink of acetone, 49 

with some studies indicating a net oceanic source (Beale et al., 2013; Jacob et al., 2002; Wang et al., 2020), and other studies 50 

indicating a net oceanic sink (Brewer et al., 2017; Elias et al., 2011; Fischer et al., 2012; Wang et al., 2020). 51 

 52 

In addition to a global annual mean atmospheric budget, previous studies have reported the seasonality of acetone-related processes. 53 

Past studies have compared monthly estimates of acetone mixing ratios to field measurements of European sites from Solberg et 54 

al. (1996) (Arnold et al., 2005; Elias et al., 2011; Jacob et al., 2002). Comparisons with these European sites have emphasized the 55 

seasonal variability of acetone emissions, as nearly all sites portray a summer maximum and winter minimum of acetone 56 

abundance. Vegetation emissions from June to September, along with chemical sources, have an especially strong contribution to 57 

this seasonality. The winter minimum of acetone is aided by an ocean sink at coastal sites (Jacob et al., 2002). 58 

 59 

Other studies have described spatial distributions and seasonal dependence of ocean fluxes of acetone (Fischer et al., 2012; Wang 60 

et al., 2020). A model by Fischer et al. (2012) proposed a net ocean sink of 2 Tg yr-1 and characterized ocean uptake of acetone as 61 

strongest in northern latitudes year-round and in the high southern latitudes during the winter. An oceanic acetone source was 62 

dominant in the tropical regions, with an exception off the Western coasts of Central America and Central Africa (Fischer et al., 63 

2012). A model by Wang et al. (2020) that varied surface seawater acetone concentration through a machine learning approach 64 

also proposed a net ocean sink year-round. This net sink was strongest in December-February, and weakest in March-May. 65 

 66 

The vertical distribution of acetone has been modelled between the seasons of May-October and November-April in the surface 67 

and troposphere (Fischer et al., 2012). Acetone concentrations are generally higher in the lower altitudes due to proximity to surface 68 

emissions. Surface-level acetone has been measured over a variety of terrestrial and oceanic sites around the world (de Gouw et 69 

al., 2004; Dolgorouky et al., 2012; Galbally et al., 2007; Guérette et al., 2019; Hu et al., 2013; Huang et al., 2020; Langford et al., 70 

2010; Lewis et al., 2005; Li et al., 2019; Read et al., 2012; Schade and Goldstein, 2006; Singh et al., 2003; Solberg et al., 1996; 71 

Warneke and de Gouw, 2001; Yoshino et al., 2012; Yuan et al., 2013), and in some cases, these measurements were taken over a 72 

variety of months to provide a sense of seasonality (Dolgorouky et al., 2012; Hu et al., 2013; Read et al., 2012; Schade and 73 

Goldstein, 2006; Solberg et al., 1996). Additionally, vertical distributions of acetone have been measured through NASA’s 74 

Atmospheric Tomography Mission (ATom) campaigns (Thompson et al., 2022). The ATom-1, ATom-2, ATom-3, and ATom-4 75 

campaigns took place during July-August 2016, January-February 2017, September-October 2017, and April-May 2018, 76 
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respectively. Each campaign provided mixing ratios for a variety of VOCs in profiles from the marine boundary layer up to the 85 

upper troposphere/lower stratosphere (Apel et al., 2021). 86 

 87 

The NASA Goddard Institute for Space Studies (GISS) ModelE2.1 Earth System Model (Kelley et al., 2020) has the capability of 88 

simulating a variety of Earth system interactions, is used both to interpret and predict past and future climate, and routinely 89 

participates in the Climate Model Intercomparison Projects (CMIP) and Intergovernmental Panel for Climate Change (IPCC) 90 

reports. Here we used and enhanced this model by adding acetone as an independent chemical tracer (Kelley et al., 2020). 91 

Previously, acetone had a very simplistic representation in the model’s chemical scheme (Shindell et al., 2003), in which acetone’s 92 

spatial variation was parameterized based on the difference of the model’s zonal mean distribution of isoprene and that tracer’s 93 

three-dimensional distribution. Acetone’s lifetime is long enough to be transported remote from sources, but not long enough to 94 

become uniformly mixed, and therefore its simulated distribution should benefit from a more realistic implementation. We 95 

developed a greatly improved acetone tracer scheme by making prognostic calculations of the 3-dimensional distribution of acetone 96 

as a function of time. We evaluated its atmospheric burden and lifetime as well as source/sink fluxes (anthropogenic emissions, 97 

vegetation emissions, biomass burning, deposition, ocean, and chemistry) against other models and its concentration against field 98 

measurements. This work aims to provide a holistic assessment of the abundance of acetone in the atmosphere. 99 

2 Methodology 100 

Here we implement acetone in the GISS ModelE2.1 based on the literature rather than developing a new parameterization. Our 101 

‘Baseline’ simulation is a climatological mean with year 2000 conditions, chosen to be relatively modern without precluding 102 

comparison with models in older literature. The 1996-2004 mean of prescribed emissions from Hoesly et al. (2018) were used, 103 

along with the 1996-2005 mean sea surface temperature and sea ice cover as described in Kelley et al. (2020). Acetone simulations 104 

use full chemistry and not archived OH fields. An additional simulation, ‘Nudged_ATom’, was conducted to compare more directly 105 

with ATom field measurements. This simulation employed nudged winds (from MERRA2) (Gelaro et al., 2017) and ocean surface 106 

conditions and trace gas and aerosol emissions changing with time during 2016-2018. 107 

2.1 Sources 108 

2.1.1 Anthropogenic emissions 109 

Anthropogenic emissions were prescribed using the 1996-2004 averages of the Community Emissions Data System (CEDS) 110 

emissions from Hoesly et al. (2018) as prepared for the GISS contributions to the Coupled Model Intercomparison Project, Phase 111 

6 (CMIP6) (Kelley et al., 2020). These include sources from agriculture, the energy sector, the industrial sector, 112 

residential/commercial/other, international shipping, solvents production and application, the transportation sector, and waste. In 113 

line with past studies, we base acetone emissions on that of ketones. VOC23-ketones emissions from Hoesly et al. (2018) were 114 

scaled down by a ratio of acetone molecular weight to an average ketone molecular weight (58.08 g mol-1/75.3 g mol-1). 115 

Maintaining the resulting spatial and temporal pattern of emissions, the magnitudes were then tuned to be close to that of Fischer 116 

et al. (2012), resulting in a total of about 1 Tg yr-1. This resulted in roughly 36.5% of CEDS VOC23-ketones used as acetone 117 

emissions. Lacking an accurate way to obtain acetone aircraft emissions from the bulk VOCs available in the emission inventory, 118 

we have neglected that sector in the simulations.  119 
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2.1.2 Terrestrial vegetation emissions 123 

Emissions from land vegetation were derived from the Model Emissions of Gases and Aerosols from Nature (MEGAN), version 124 

2.1 (Guenther et al., 2012), a new contribution to the ModelE. Emission response algorithms in the MEGAN2.1 model are derived 125 

from input leaf area indices, solar radiation, temperature, moisture, CO2 concentrations, and plant functional types and composition 126 

of species (Guenther et al., 2012). The acetone vegetation emissions in the Baseline simulation in GISS ModelE2.1 are calculated 127 

to equal 36.1 Tg yr-1.  128 

2.1.3 Biomass burning emissions 129 

Acetone emissions were prescribed from a 1996-2004 average of the NMVOC-C3H6 species from version 2.1 of the biomass 130 

burning dataset of van Marle et al. (2017), used by CMIP6. The acetone mass flux from biomass burning in the Baseline simulation 131 

was 1.59 Tg yr-1.  132 

 133 

Figure 1 shows the biomass burning emission rate chosen for this study, and how it lies within the range of substantial interannual 134 

variability. During the 20-year period shown, emissions averaged 1.463 Tg yr-1, with a standard deviation of 0.402, and a spike in 135 

the earlier years of emissions over 2.75 Tg yr-1 is also observed (Figure 1). On top of any differences across emission inventories, 136 

the years considered when reporting emissions may be the reason for variability between models (e.g. 2.40 – 2.80 Tg yr-1 from the 137 

2006 GFED-v2 emission inventory in Elias et al. (2011) and Fischer et al. (2012), compared to 3.22 Tg yr-1 from 1997-2001 in 138 

Folberth et al. (2006)). 139 

 140 

Figure 1. Illustration of interannual variability of NMVOC-C3H6 biomass burning emissions of van Marle et al. (2017) (solid 141 

line), used as acetone emissions in our simulation. Climatological-emissions simulations use the 1996-2004 mean (dotted line), 142 

though emissions vary by month. 143 

2.2 Sinks 144 

2.2.1 Deposition 145 

Both dry and wet deposition of acetone were included in the model, although dry deposition was, on average, 91% of total 146 

deposition. The wet deposition scheme is given by Koch et al. (1999). Acetone and other species are transported within and below 147 

clouds, and soluble gases are deposited depending on the conditions of the grid box they are in and a Henry’s Law Coefficient 148 

(Shindell et al., 2001). The Henry’s Law Coefficient for acetone used in the GISS ModelE2.1 is 27 mol L-1 atm-1, with a Henry 149 

temperature dependence of acetone of 5300 J mol-1 (Benkelberg et al., 1995; Zhou and Mopper, 1990). The dry deposition scheme 150 
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uses resistance-in-series calculations, global seasonal vegetation data (Chin et al., 1996; Shindell et al., 2001; Wesely and Hicks, 152 

1977), and a reactivity factor of f0=0.1. This resulted in an acetone deposition rate in the Baseline simulation of 22.2 Tg yr-1. 153 

2.3 Chemistry 154 

The GISS ModelE2.1 Baseline simulation estimates a net chemistry change of -20.6 Tg yr-1. The components can be broken up 155 

into sources and sinks as follows.  156 

2.3.1 Chemical sources 157 

The Baseline simulation estimates chemical production to be 33.3 Tg yr-1. The acetone chemical scheme includes two production 158 

reactions: 159 

𝑃𝑎𝑟𝑎𝑓𝑓𝑖𝑛 + 𝑂𝐻	 → 	0.35	𝐴𝑐𝑒𝑡𝑜𝑛𝑒                              (1) 160 

𝑇𝑒𝑟𝑝𝑒𝑛𝑒𝑠	 + {𝑂𝐻,𝑂!} → 	0.12	𝐴𝑐𝑒𝑡𝑜𝑛𝑒                   (2) 161 

In the first reaction, acetone is produced by paraffin, a proxy tracer for paraffinic (saturated) carbon, and OH (Eq. 1). The molar 162 

yield of acetone from paraffin was found to be a strong leverage to the overall chemical source (see Section 3.5). A rate coefficient 163 

of 8.1E-13 cm3 molecule-1 s-1 was used (Shindell et al., 2003). Previous literature has suggested an acetone yield on a molecular 164 

scale of 0.72 (Fischbeck et al., 2017; Jacob et al., 2002; Weimer et al., 2017). Initial tests using a yield of 0.72 resulted in an 165 

overestimated chemistry source, leading us to re-evaluate this yield for the specific mixture of VOCs represented in the GISS 166 

ModelE2.1.  167 

Our model's anthropogenic emissions of paraffin is based on an aggregation of selected VOC groups. Based on year 2019 emissions 168 

of the O'Rourke et al. (2021) dataset, we emit paraffin that is about 11% propane by mole, 22% butane and 21% pentane. 169 

Multiplying these by each VOC’s acetone molar yield (0.73, 0.95, 0.63, respectively), we estimate that 42% of paraffin from 170 

anthropogenic sources becomes acetone in our model. Paraffin biomass burning emissions, estimated from year 2020 of SSP3_70 171 

emissions (Riahi et al., 2017; Fujimori et al., 2017) contain mole fractions for propane of 9% and higher alkanes of 23%, and when 172 

multiplied by acetone molar yields of 0.73 and 0.79, respectively, suggest that about 25% of paraffin from biomass burning sources 173 

becomes acetone in our model. The molar yields used in these calculations were derived with suggestions from the literature 174 

(Fischbeck et al., 2017; Jacob et al., 2002; Weimer et al., 2017). Refer to the manuscript supplement for a more detailed breakdown. 175 

Overall, an average of the 42% anthropogenic paraffin and 25% biomass burning paraffin was used to conclude that approximately 176 

35% of paraffin from emissions becomes acetone, leading to our refinement of the molar yield in Eq. (1) to 0.35. 177 

Additionally, reactions between terpenes and {OH, O3} were implemented with an acetone yield of 0.12 (Hu et al., 2013; Jacob et 178 

al., 2002) (Eq. 2). The rates for these reactions are 2.51E-11*exp(444/T) cm3 molecule-1 s-1 for the OH reaction and 1.40E-14*exp(-179 

732/T) cm3 molecule-1 s-1 for the O3 reaction, and these coefficients are enhanced from the standard α-pinene one to consider the 180 

reactivity variability across mono- and higher terpenes (Tsigaridis and Kanakidou, 2003).  181 

2.3.2 Chemical sinks 182 

The chemical sink of acetone in the Baseline simulation is estimated to be 53.8 Tg yr-1. The sinks of acetone include oxidation by 183 

OH and Cl radicals, and photolysis: 184 

𝐴𝑐𝑒𝑡𝑜𝑛𝑒 + 𝑂𝐻	 → 	𝐻"𝑂	 + 	𝐶𝐻3𝐶(𝑂)𝐶𝐻2		(𝑎𝑠𝑠𝑢𝑚𝑒𝑑	𝑡𝑜	𝑑𝑒𝑐𝑜𝑚𝑝𝑜𝑠𝑒	𝑡𝑜	𝐻𝐶𝐻𝑂)             (3) 185 

𝐴𝑐𝑒𝑡𝑜𝑛𝑒 + 𝐶𝑙	 → 	𝐻𝐶𝑙 + 𝐶𝐻3𝐶(𝑂)𝐶𝐻2		(𝑎𝑠𝑠𝑢𝑚𝑒𝑑	𝑡𝑜	𝑑𝑒𝑐𝑜𝑚𝑝𝑜𝑠𝑒	𝑡𝑜	𝐻𝐶𝐻𝑂)              (4) 186 
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𝐴𝑐𝑒𝑡𝑜𝑛𝑒 + ℎ𝑣	 → 	𝐶𝐻!𝐶𝑂 + 	𝐶𝐻!	                           (5) 201 

𝐴𝑐𝑒𝑡𝑜𝑛𝑒 + ℎ𝑣	 → 	𝐶𝐻! + 𝐶𝐻! + 𝐶𝑂	                           (6) 202 

The first and second acetone destruction reactions above have rates of 1.33E-13 + 3.82E-11*exp(-2000/T) cm3 molecule-1 s-1 and 203 

7.70E-11*exp(-1000/T) cm3 molecule-1 s-1, respectively (Sander et al., 2011) (Eq. 3, 4). Previously, acetone photolysis (which only 204 

affected production of radicals and not acetone itself) did not utilize the model's photolysis scheme but was parameterized solely 205 

as a function of orbital geometry and atmospheric pressure. In the model updates, photolysis now consists of two separate reactions, 206 

where acetone forms either CH3CO + CH3 radicals or two CH3 radicals and CO (Eq. 5, 6). Reaction 5 is pressure-dependent, while 207 

reaction 6 is temperature-dependent. The spectroscopic data used for acetone photolysis is from JPL 2010 (Sander et al., 2011) 208 

and mapped onto Fast-J version 6.8d’s wavelength intervals (Neu et al., 2007). The quantum yields are pressure and temperature 209 

dependent and thus vary with altitude and location. For example, in a standard atmosphere the ratio of the yield of CO to CH3CO 210 

decreases from 0.28 at the surface to 0.18 at 4 km altitude. 211 

2.4 Ocean 212 

Bidirectional fluxes of acetone are calculated over ocean based on the "two-phase" model of molecular gas exchange at the air-sea 213 

interface of Liss & Slater (1974), as it is described in Johnson (2010). The fluxes are a function of simulated surface temperature 214 

and near-surface wind speed but independent of salinity. Henry's Law constants and temperature dependence of solubility for 215 

acetone are from Sander (1999). The atmospheric source from ocean water and sink from the atmosphere are calculated assuming 216 

a constant concentration of acetone in water (of 15 nM), the lower boundary layer atmospheric concentration, and the total transfer 217 

velocity (a combination of water-side and air-side transfer velocities). The constant concentration of 15 nM follows the 218 

implementation by Fischer et al. (2012) in the GEOS-CHEM model, who looked at observations and did not find a strong reasoning 219 

to make the concentration vary seasonally or spatially. The GISS ModelE2.1 Baseline simulation calculates the ocean to be a net 220 

source of acetone, producing 3.94 Tg yr-1. 221 

2.5 Sensitivity studies 222 

Sensitivity studies were conducted to determine the influence of key parameters on the acetone budget and its global distribution 223 

(summarized in Table 1). Specifically, we were interested in seeing how much leverage a given parameter afforded the model by 224 

way of an artificial perturbation. Sensitivity studies for chemistry modify the sources of acetone. The Chem_Cl0 and Chem_Terp0 225 

simulations provide no formation of acetone from chlorine or terpenes, respectively. The importance of paraffin is explored by 226 

halving its yield of acetone to 17.5% in the Chem_Par0.5 simulation, and by doubling its yield of acetone to 70% in the 227 

Chem_Par2.0 simulation. As vegetation was the most prominent source, the Veg_0.7 simulation observes its reduction by 228 

decreasing the MEGAN production of acetone by 30%. The Ocn_2.0 simulation aims to explore the impact of ocean acetone 229 

concentration by doubling it from 15 nM to 30 nM globally. The Dep_f00 simulation tested dropping the reactivity factor for dry 230 

deposition from 0.1 to zero. Finally, given the high interannual variability of biomass burning emissions, the BB_2.0 simulation 231 

explores the impact of doubling those emissions. 232 

  233 

Table 1. Sensitivity studies conducted to observe the leverage a specific parameter afforded the model. Simulation names, as well 234 

as the parameter they target and a description, are included. 235 

GISS ModelE2.1 
Sensitivity Simulation 

Sensitivity Parameter Description 
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Chem_Cl0 Chemistry Source Acetone + Chlorine reaction rate = 0 

Chem_Terp0  Chemistry Source No reaction for production of acetone from terpenes 

Chem_Par0.5 Chemistry Source Half the yield of acetone from paraffin (17.5%) 

Chem_Par2.0 Chemistry Source Double the yield of acetone from paraffin (70%) 

Veg_0.7 Vegetation 0.7 factor of acetone from MEGAN 

Ocn_2.0 Ocean Ocean acetone concentration from 15nM to 30nM 

Dep_f00 Dry Deposition f0 changed from 0.1 to 0  

BB_2.0 Biomass Burning Double biomass burning emissions 

3 Results and model evaluation 241 

3.1 Global acetone budget and burden 242 

A global acetone budget table was compiled to place our estimates in context with past global modeling studies (Table 2) (Arnold 243 

et al., 2005; Beale et al., 2013; Brewer et al., 2017; Dufour et al., 2016; Elias et al., 2011; Fischer et al., 2012; Folberth et al., 2006; 244 

Guenther et al., 2012; Jacob et al., 2002; Khan et al., 2015; Marandino et al., 2005; Singh et al., 2000, 2004; Wang et al., 2020). 245 

The values of the individual fluxes in our model (global deposition, biomass burning, anthropogenic emissions, vegetation 246 

emissions, ocean net/source/sink, and chemistry net/source/sink) were mentioned previously. 247 

 248 

Table 2. Global acetone budget table comparing burden, flux and lifetime estimates of acetone from the Baseline model to thirteen 249 

previous studies. 250 

 This Study – 
Baseline [2021] 

Wang et al. 
[2020] a 

Wang et al. 
[2020] b 

Brewer et 
al. [2017] 

Fischer et 
al. [2012] 

Elias et al. 
[2011] 

Jacob et al. 
[2002] 

Other Estimates 
[2000-2016] e 

Burden (Tg) 2.93 3.50 3.80 5.57 5.60 7.20 3.80 3.50 – 4.20 

Global Deposition (Tg yr-1) -22.2 -25.2 -12.4 -12.4 -12.0 -19.0 -9.00 -26.0 – -6.0 

Biomass Burning (Tg yr-1) 1.59 4.00 2.40 2.60 2.80 2.40 4.50 3.22 – 9.0 

Anthro Emissions (Tg yr-1) 1.00 0.50 3.40 3.60 0.73 1.60 1.10 1.02 – 2.0 

Vegetation Emissions (Tg yr-1) 36.1 39.8 32.2 37.1 32.0 76.0 35.0 15 – 56 

Net Ocean (Tg yr-1) 3.94 -8.10 1.30 -7.50 -2.0 -8.0 13.0 4.00 

        Ocean Source (Tg yr-1) 15.2 33.4 45.7 51.8 80.0 20.0 27.0 20.0 

        Ocean Sink (Tg yr-1) -11.3 -41.5 -44.4 -59.2 -82.0 -28.0 -14.0 -62.0 

Net Chemistry (Tg yr-1) -20.5 -11.1 -26.1 -22.5 -21.0 -53.0 -45.0 -33.0 – -5.50 

        Chem Source (Tg yr-1) 33.3 38.5 26.1 24.1 31.0 27.0 28.0 15.5 – 55.6 

        Chem Sink (Tg yr-1) -53.8 -49.6 -52.2 -46.6 -52.0 -80.0 -73.0 -61.1 – -33.4 

Chemical Lifetime (days) c 19.9 25.8 26.6 43.6 39.3 32.9 19.0 20.9 – 35.6 
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Lifetime (days) d 12.3 11.0 12.7 17.2 14.0 21.0 14.5 12.8 – 35 

a CAM-Chem Model (Wang et al., 2020) 
b GEOS-Chem Model (Wang et al., 2020) 
c Chemical Lifetime = Burden/Chemical Sink 
d Total Atmospheric Lifetime = Burden/Total Sink 
e Singh et al. [2000, 2004], Arnold et al. [2005], Folberth et al. [2006], Marandino et al. [2006], Guenther et al. [2012], Beale et al. [2013], 
Khan et al. [2015], Dufour et al. [2016]. 

  253 

Atmospheric burden describes the total amount of acetone that is in the atmosphere. The GISS ModelE2.1 Baseline simulation 254 

estimates the burden to be 2.93 Tg. Additionally, chemical lifetime and atmospheric lifetime can be derived from burden. The 255 

chemical lifetime of acetone is calculated as the burden divided by the chemical sink, whereas total lifetime is the burden divided 256 

by all sinks. The chemical and total atmospheric lifetimes for the Baseline simulation are calculated to be 19.9 and 12.3 days, 257 

respectively. These values are also placed in the context of previous literature in Table 2. 258 

 259 

The GISS ModelE2.1 Baseline acetone budget is further compared to previous model studies in Figure 2. The calculated fluxes in 260 

our Baseline simulation that are less than one standard deviation away from the literature mean include anthropogenic and 261 

vegetation emissions, net ocean, net chemistry, chemical production, and chemical destruction (Figure S1). Biomass burning in 262 

GISS ModelE2.1 appears as an outlier when compared against 9 previous model studies but can be attributed to the high interannual 263 

variability with emissions (as discussed in Section 2.1.3). The value of acetone deposition is on the high (more negative) end in 264 

GISS ModelE2.1 relative to 11 previous studies. This might be partially attributed to differences in deposition parametrization 265 

across models, as explored by our sensitivity study on dry deposition presented in section 3.5.2. The values for oceanic acetone 266 

sources and losses are smaller (in absolute values) than the mean from 7 previous model studies. Nevertheless, the net ocean flux 267 

matches the literature well. Lastly, the total atmospheric burden and lifetime calculated by GISS ModelE2.1 are lower than the 268 

previous papers, an expected consequence of the higher removal by deposition. The chemical lifetime is also calculated to be at 269 

the low end of published literature. As the burden is a function of many different atmospheric parameters, however, it was not the 270 

goal to corroborate our estimates with the literature as much as it was for each of the fluxes.  271 

 272 

Figure 2. Total atmospheric burden, fluxes, and lifetimes of acetone from the literature values in Table 2 (shown in boxes and 273 

whiskers with outliers as open circles), and values from GISS ModelE2.1 (shown as solid circles). The number of models used to 274 

create each box and whisker plot are labelled. Note that deposition and ocean net fluxes were multiplied by 2 and biomass burning 275 

and anthropogenic emissions were multiplied by 10 for a better visualization of the distribution. 276 
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3.2 Spatial distribution of acetone 280 

The global distribution of acetone at the surface is given in Figure 3. It is evident that acetone mixing ratios are largest over the 281 

continents, where anthropogenic, vegetation, and other terrestrial sources are located. Over the ocean, acetone mixing ratios are 282 

highest downwind of central America and central Africa. A comparison of the GISS ModelE2.1 results against twenty-six prior 283 

field measurements shows an overall great agreement, with a root mean squared error of 0.3494 and an R2 value of 0.8306.  To put 284 

these results into the context of model evaluation, a similar comparison to field measurements was done for the model’s previous 285 

acetone scheme. The prior parameterization was designed as a rough representation of acetone oxidized from isoprene in the upper 286 

troposphere, without regard for realism near the surface, and this is evident from the comparison with surface observations: a root 287 

mean squared error and R2 value of 1.3620 and 0.0413, respectively. The improvement of the new acetone tracer model in the 288 

GISS ModelE2.1 is evident from these statistics. 289 

 290 

Figure 3. GISS ModelE2.1 spatial distribution of annual mean acetone at surface for the Baseline simulation. Filled circles 291 

represent data from twenty-six field measurements (de Gouw et al., 2004; Dolgorouky et al., 2012; Galbally et al., 2007; Guérette 292 

et al., 2019; Hu et al., 2013; Huang et al., 2020; Langford et al., 2010; Lewis et al., 2005; Li et al., 2019; Read et al., 2012; Schade 293 

& Goldstein, 2006; Singh et al., 2003; Solberg et al., 1996; Warneke & de Gouw, 2001; Yoshino et al., 2012; Yuan et al., 2013). 294 

The root mean squared error and the R2 value between the Baseline acetone estimations and the field measurements are 0.3494 295 

and 0.8306, respectively. A nonlinear colorbar is used to better differentiate the details in the map.   296 

 297 

A breakdown of the acetone bidirectional fluxes indicates that its chemical production is concentrated over the continents, while 298 

chemical destruction is primarily over the oceans (Figure 4). Hotspots of production over the continents include the Southern and 299 

Eastern United States and central South America, East and Northern Asia, and Central Africa. Chemical sinks over the oceans are 300 

stronger in the tropics than in the high southern or northern latitudes. Annually, there is a net negative flux of about -20.46 Tg yr-301 
1 (Figure 4). Observing the chemical flux over all four seasons, the net loss appears unaffected while the net source changes more 302 

significantly, following the seasonality of precursor compounds like isoprene and terpenes (Figure 5). Chemical production is 303 

strongest in the months of June/July/August, primarily in the US and Northern Asia. Production is weakest in the months of 304 

December/January/February, losing almost all production in the US and Northern Asia entirely. Still, a net negative flux is present 305 

for all four seasons (Figure 5).  306 
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 307 

Figure 4. Annual average of acetone net chemistry fluxes (column-integrated) in the Baseline simulation, with red indicating a net 308 

source and blue indicating a net sink. A nonlinear colorbar is used to better differentiate the details in the map. The weighted global 309 

mean of the net chemistry flux is shown in a box on the lower right. 310 

 311 

 312 

Figure 5. Acetone net chemistry fluxes (column-integrated) in the Baseline simulation for December-February (top left), March-313 

May (top right), June-August (bottom left), and September-November (bottom right), with red indicating a net source and blue 314 

indicating a net sink. Nonlinear colorbars are used to better differentiate the details in the map. The weighted global means of the 315 

net chemistry fluxes are shown in boxes on the lower right.  316 

 317 

The ocean acetone sources and sinks are unevenly distributed across latitudes. Oceanic uptake of acetone is mostly concentrated 318 

in the northern rather than the southern oceans, while the ocean acetone source is strongest in the tropics and decreases at higher 319 

latitudes of both hemispheres (Figure 6). Combining these two unidirectional fluxes results in the ocean serving as a sink in the 320 

northern high latitudes, a source in the tropical latitudes, and near neutral at the high southern latitudes (Figure 7). This finding 321 
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corroborates very well with findings from Fischer et al. (2012) and Wang et al. (2020). Oceanic bidirectional acetone fluxes present 322 

trends over the four seasons (Figure S2). Overall, every season has a positive global mean net flux. However, production becomes 323 

strongest in the months of December through May, and weakest in the months of June through November. Off the coast of western 324 

South America, the ocean appears to be a net sink of acetone, even though this latitude band is generally a source of acetone. This 325 

is especially evident in the months of June/July/August and September/October/November. As the model simulates this location 326 

to have high levels of acetone at the surface (Figure 3), we believe the acetone in the air is driving the ocean to be a sink there.  327 

 328 

Figure 6. Annual average of the acetone ocean loss (left) and ocean source (right) in the Baseline simulation. Nonlinear colorbars 329 

are used to better differentiate the details in the map. The corresponding weighted global means of the ocean fluxes are shown in 330 

boxes on the lower right. 331 

 332 

 333 

Figure 7. Annual average of acetone ocean bidirectional fluxes in the Baseline simulation, with red indicating a net source and 334 

blue indicating a net sink. A nonlinear colorbar is used to better differentiate the details in the map. The weighted global mean of 335 

the net chemistry flux is shown in a box on the lower right. 336 

3.3 Vertical distribution of acetone 337 

The vertical distribution of acetone varies by latitude, with near-surface air mixing ratios being higher in the tropics and in the 338 

northern midlatitudes. Acetone levels in the atmosphere decrease with height, a direct result of sinks dominating the sources (Figure 339 

8). Prior to the implementation of an acetone tracer in the GISS ModelE2.1, when acetone was derived from the zonal mean of 340 

isoprene, the vertical distribution looked very different. Acetone was only concentrated around the tropics and did not extend 341 
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nearly as high into the atmosphere. The complexity of Figure 8 supports the new acetone tracer scheme as a significant 345 

improvement to the GISS ModelE.  346 

 347 

Figure 8. GISS ModelE2.1 vertical distribution of acetone air mixing ratios across latitudes in the Baseline simulation. 348 

 349 

Another modelled vertical distribution of acetone, including a differentiation between two long seasons, is explored in Figure 9. 350 

In general, it was found that acetone mixing ratios are higher in the months of May-October than in November-April, and that this 351 

relationship is stronger in the lower atmosphere (0-2 km) than the upper atmosphere (6-10 km). This finding corroborated well 352 

with a similar analysis done by Fischer et al. (2012). 353 
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 354 

Figure 9. Baseline simulation acetone mixing ratios in the atmosphere at 0-2 km (bottom), 2-6 km (middle), and 6-10 km (top) for 355 

the months of May-October (left) and November-April (right). The mixing ratios in the vertical were averaged with an arithmetic 356 

mean. The choice of the slices and colors match those in Figure 1 by (Fischer et al., 2012).  357 

 358 

Additionally, the GISS ModelE2.1 was compared to four ATom campaigns (Thompson et al., 2022) of acetone field measurements 359 

in the atmosphere (Apel et al., 2021). For this comparison, we averaged the flight data to the model grid, and then compared the 360 

resulting mean against the monthly mean fields of the model output. Contrary to other chemical species measured during ATom 361 

that vary significantly in space and time, acetone has a rather long lifetime, and the data are collected for the most part very far 362 

from its sources. Combining that with the fact that prescribed emissions in the model vary by month, not by day or even hour in 363 

GISS ModelE2.1, makes such a comparison appropriate. Meteorology though can affect long-range transport significantly, so for 364 

that reason we performed a nudged simulation (called Nudged_ATom) towards the MERRA-2 reanalysis (Gelaro et al., 2017), to 365 

capture such an effect more accurately. We also used emissions and greenhouse gas concentrations from the years of the ATom 366 

campaigns and varying with year, rather than the climatological means used in the Baseline simulation. Both the Nudged_ATom 367 

and Baseline simulations are plotted in the ATom comparisons presented here (Figure 10). 368 Deleted:  369 
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 370 

Figure 10. Comparison between the GISS ModelE2.1 simulations (Baseline in purple and Nudged_ATom in blue) and the ATom-371 

2 field measurements (January-February 2017). Individual data points are shown with grey dots, and their average values are shown 372 

in black, with error bars representing the one-sigma range of the averages. The root mean square error (RMSE) of each simulation 373 

is shown at the top right of each plot. 374 

 375 

There are very few notable differences between the nudged and climatological simulations. An example is the tropical Atlantic 376 

Ocean, where during ATom-2 (Figure 10), the nudged simulation calculates higher acetone concentrations, but without gain of 377 

skill. Both model simulations miss the upper tropospheric peak that is found in the measurements, likely indicating a missing long-378 

range transported plume. Something similar is calculated during ATom-3 (Figure S4) for the southern Atlantic Ocean mid-latitudes, 379 

where the nudged simulation is higher. Contrary to the ATom-2 case, both simulations calculate an upper tropospheric maximum, 380 

which is not found in the measurements. The tropical and southern mid-latitude Atlantic Ocean regions are both downwind African 381 

biomass burning regions during ATom-2 and ATom-3, respectively, hinting to a primary and/or secondary incorrect source of 382 

acetone related with biomass burning and subsequent long-range transport. Other than those few cases, for the most part the two 383 

simulations are indistinguishable, indicating that our conclusions comparing climatological simulations to ATom should be robust. 384 
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(Figures 10, and S3-S5). This is important to remember in Section 3.5.3, where we perform sensitivity analyses using climatological 385 

simulations and comparing against all four ATom campaigns. 386 

3.4 Seasonality of acetone 387 

Most European sites presented in Figure 3 have monthly-resolved measurements that can be used to analyze the seasonal behavior 388 

of acetone in the model (Figure 11, Figure S6) (Solberg et al., 1996). These sites differ with respect to their geographic locations 389 

and their proximity to anthropogenic sources. Zeppelin, Birkenes, Rucava, and Mace Head are all coastal sites, while Waldhof, 390 

Kosetice, Donon, Ispra, and Montelibretti are inland sites. Regarding anthropogenic sources, Zeppelin is the most remote location 391 

and Birkenes and Rucava each have small sources. Mace Head is a site affected by the marine boundary layer, and Waldhof, 392 

Kosetice and Donon are sites with small local anthropogenic sources that are generally located in higher emission regions. 393 

Montelibretti and particularly Ispra are subject to the highest anthropogenic sources. The measurements taken at Ispra show an 394 

opposite seasonality than what is expected, and previous studies have considered this anomalous (Jacob et al., 2002). 395 

 396 

Figure 11. Acetone over twelve months at nine European sites, similar to that of Jacob et al. (2002). The modelled estimates of 397 

acetone at the surface from the Baseline simulation are shown as dashed blue lines and the grey error bars represent the one-sigma 398 

range of the modelled concentrations in the climatological mean of 5 years. Field measurements from Solberg et al., (1996) are 399 

shown as solid black dots. Root mean squared error between the Baseline simulation and field measurements are (left to right, top 400 

to bottom): 0.1968, 0.8714, 0.8724, 0.0914, 0.3907, 0.3430, 0.3160, 0.9454, 0.5454. 401 

 402 

The GISS ModelE2.1 matches the seasonality of the measurements especially well in Zeppelin, Mace Head, Waldhof, Kosetice, 403 

and Donon; the average root mean square error between the Baseline model and the measurements at these five sites are 0.27. The 404 

Baseline model overestimates the measurements in Birkenes and Rucava (RMSE ≅ 0.87 for both), even though these two sites 405 

have low anthropogenic sources. This overestimation has been attributed to the vegetation source, which has a distinct seasonality 406 
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and is much stronger than any other source there. Interestingly, in Montelibretti, the model’s overestimation of vegetation, yet 427 

underestimation of local emissions, results in a decent estimation of the sources there (RMSE = 0.5454) (Figure 11). 428 

 429 

As mentioned previously, an analysis of the distribution of the regional sources and sinks at the nine European sites shows that, 430 

except for Zeppelin and Mace Head, all studied European sites have vegetation as the dominant source that strongly contributes to 431 

the simulated seasonality of concentrations (Figure 12). Vegetation sources peak in the summer months and are lower in the winter. 432 

Deposition is a major sink of acetone that is comparable in magnitude with the vegetation source. Ocean uptake of acetone follows 433 

a weak seasonal cycle, being stronger in the summer months. The other fluxes (anthropogenic emissions, biomass burning and 434 

ocean production) do not exhibit much seasonality at these locations (Figure 12). 435 

 436 

Figure 12. Contribution of acetone sources and sinks in the Baseline simulation over twelve months on the regional level (10˚ x 437 

12.5˚ grid boxes) at nine European sites. The sources and sinks are shown as various colored dashed lines, and their sums are 438 

shown as a solid navy-blue lines. 439 

 440 

We also compared the GISS ModelE2.1’s surface acetone at observation sites with less temporal coverage (Figure 13). In general, 441 

the GISS ModelE2.1 matches the field measurements well. This is especially true for the non-summer seasons in Rosemount and 442 

Berkeley, and the summer peaks in Utrecht and Mainz. The model seems to be overestimating acetone around Australia, as shown 443 

by comparisons with Cape Grim and Wollongong, while underestimating emissions in large cities like Shenzhen, Beijing, London, 444 

and Paris. 445 
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 451 

Figure 13. Acetone over twelve months for various sites that do not have enough measurements to resolve seasonality (Australia, 452 

Antarctica, Africa, Asia, Europe, North America). The modelled estimates of acetone at the surface from the Baseline simulation 453 

are shown as dashed blue lines and the grey error bars represent the one-sigma range of the modelled concentrations in the 454 

climatological mean of 5 years. The modelled estimates are overlaid with monthly (solid circles) or seasonal (solid lines) field 455 

measurements, as found in the literature (de Gouw et al., 2004; Dolgorouky et al., 2012; Galbally et al., 2007; Guérette et al., 2019; 456 

Hu et al., 2013; Huang et al., 2020; Langford et al., 2010; Legrand et al., 2012; Li et al., 2019; Read et al., 2012; Schade and 457 

Goldstein, 2006).  458 

3.5 Sensitivity studies 459 

The sensitivity simulations presented here have been described in section 2.5 and in Table 1. We grouped them in two categories: 460 

those directly related with chemical sources and sinks, and those related with terrestrial and oceanic acetone fluxes. Overall, the 461 

sensitivity studies that presented large changes to total atmospheric burden included Chem_Terp0, Chem_Par0.5, Chem_Par2.0, 462 

Veg_0.7, Ocn_2.0, and Dep_f00 (all but Chem_Cl0 and BB_2.0) (Figures S7-S12). 463 

3.5.1 Chemistry 464 

Chemistry sensitivity tests that modified the sources of acetone were analyzed with respect to the budget and global distribution 465 

of acetone. In the Chem_Cl0 simulation, where no acetone oxidation by the chlorine radical occurs, the overall global acetone 466 

budget does not change. However, in some places like Rucava, Ispra, Montelibretti, and Shenzhen, the shape of the acetone 467 

concentration profile over the year changes slightly (Figure 14, Figure S13). The Chem_Terp0 simulation that removes the 468 

production of acetone from terpenes decreases the summer peak of acetone by as much as 35.5% in Birkenes, 25.5% in Mainz, 469 

and 25.3% in Berkeley (Figure 14, Figure S13). Other sites like Montelibretti, Ispra and Paris have their summer peak decreased 470 

by 22.6%, 22.2%, and 19.0%, respectively (Figure 14, Figure S13). Coastal and remote areas like Zeppelin, Mace Head and 471 

Dumont d’Urville are not impacted by the removal of terpenes (Figure 14, Figure S13). There seems to be some nonlinearities 472 
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with the relationship between acetone abundance and its yield from paraffin, as the results from the Chem_Par2.0 and Chem_Par0.5 479 

simulation reveal that doubling the yield has a stronger impact than halving it. For instance, in Montelibretti, doubling the yield 480 

from paraffin increases the summer peak by 35.7%, while halving the yield decreases the summer peak by only 8.3% (Figure 14, 481 

Figure S13). A similar relationship is observed at other sites: Ispra (19.1% increase with double paraffin, 2.5% decrease with half 482 

paraffin) and Berkeley (12.7% increase with double paraffin, 2.5% decrease with half paraffin) (Figure 14, Figure S13). Overall, 483 

we explored chemistry sensitivities that would tend to push acetone in both directions. The Baseline simulation falls between our 484 

tests, which we have identified as important uncertainties. 485 

 486 

Figure 14. Similar to Figure 11, but with the chemistry sensitivity studies added. The modelled estimates of acetone at the surface 487 

from the Baseline simulation are shown as solid black lines, and the sensitivity studies are as follows: removing the acetone + 488 

chlorine reaction (dashed green lines), removing the production of acetone from terpenes (dashed blue lines), halving the yield of 489 

acetone from paraffin (dashed orange lines), and doubling the yield of acetone from paraffin (dashed pink lines). Field 490 

measurements from Solberg et al., (1996) are shown as solid black dots. 491 

 492 

The spatial distribution differences between the chemistry sensitivity studies and the Baseline simulation show some interesting 493 

patterns (Figure 15). Removing the production of acetone from terpenes oxidation decreased acetone over the continents, and 494 

especially over tropical and boreal forests which are where terpenes are emitted. This change induced a feedback where acetone 495 

concentration increased slightly over the oceans (Figure 15, top left). Halving production of acetone from paraffin oxidation only 496 

decreased acetone concentrations over the continents (Figure 15, top right), while doubling it increased acetone concentrations 497 

over the continents but reduced it marginally downwind (Figure 15, bottom). Feedback resulting from this change was that acetone 498 

destruction increased over the tropics. 499 

Deleted: 4500 

Deleted: 4501 



19 
 

 502 

Figure 15. Chemistry sensitivities anomalies from Baseline, with red indicating an increase and blue indicating a decrease of the 503 

column-integrated net acetone chemistry flux. Nonlinear colorbars are used to better differentiate the details in the map. The fourth 504 

chemistry sensitivity study, Chem_Cl0, is omitted, since the changes everywhere are very small, less than 0.4 ng m-2 s-1. 505 

3.5.2 Terrestrial and oceanic fluxes 506 

Terrestrial and oceanic fluxes sensitivities were analyzed at the same sites. The vegetation flux sensitivity, Veg_0.7, reduced 507 

acetone production from MEGAN by 30%. This change decreased the summer peak of acetone down at nearly every location 508 

studied, but most notably by 32.6% in Birkenes, 22.9% in Rucava, and 22.2% in Rosemount (Figure 16, Figure S14). 509 Deleted: 5510 
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 511 

Figure 16. Similar to Figure 11, but with the terrestrial and oceanic sensitivity studies added. The modelled estimates of acetone 512 

at the surface from the Baseline simulation are shown as solid black lines, and the sensitivity studies are as follows: reducing 513 

vegetation emissions to 0.7 acetone from MEGAN (dashed light-green line), doubling ocean acetone concentration (dashed blue 514 

line), changing the reactivity factor for dry deposition (dashed brown line), and doubling biomass burning emissions (dashed 515 

orange line). Field measurements from Solberg et al., (1996) are shown as solid black dots. 516 

 517 

In the oceanic flux sensitivity simulation, Ocn_2.0, the concentration of acetone in the water was doubled from 15 nM to 30 nM. 518 

The results of this simulation varied with geographic location. For instance, in Birkenes, doubling ocean concentration reduced 519 

overall acetone by 13.9%, while in Montelibretti, it was increased by 16.1% (Figure 16). Even though Birkenes is more of a 520 

coastal city than Montelibretti, this result may simply be a temperature effect; Birkenes is at 58°N, while Montelibretti is at 521 

42°N, and a warmer ocean may produce more acetone. Overall, in most places, the doubling ocean acetone concentration did not 522 

change much atmospheric acetone throughout the year.  523 

 524 

Another broader finding from the ocean sensitivity study is that doubling the ocean acetone concentration impacted oceanic 525 

emissions of acetone more than the oceanic uptake of acetone. Specifically, in this sensitivity study the emissions doubled while 526 

the uptake only increased by 40%. This difference may be attributed to the fact that a higher ocean concentration will generally 527 

cause less resistance in the emission direction, but more resistance in the uptake direction. The differences in oceanic acetone 528 

emissions and uptakes in this sensitivity study also resulted in increased chemical destruction, and an overall higher burden of 529 

acetone in the atmosphere (Figure S11). 530 

 531 

In the dry deposition sensitivity simulation, the reactivity factor, f0, was reduced from 0.1 to 0. As a result, the amount of acetone 532 

removed by deposition decreased, and the atmospheric acetone concentration increased. The strongest increases were found to be 533 

in Ispra (38.4% increase), Kosetice (37.9% increase), Paris (37.9% increase), Beijing (37.3% increase), Donon (36.6% increase), 534 
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Mainz (33.4% increase), Montelibretti (30.5% increase), Rosemount (28.9% increase), Berkeley (28.7% increase), and Waldhof 537 

(28.7% increase) (Figure 16, Figure S14). The final terrestrial fluxes sensitivity study, BB_2.0, doubled biomass burning emissions. 538 

This sensitivity did not significantly change acetone mixing ratios in any of the locations studied, except an increased summer 539 

spike (12.7% increase) in Birkenes (Figure 16). Most of the locations studied were far from biomass burning sites to begin with, 540 

however, so an analysis of this sensitivity study over biomass burning hotspots is needed. 541 

 542 

The acetone concentration anomalies around the world between the terrestrial and oceanic fluxes sensitivity studies and the 543 

Baseline simulation are presented in Figure 17. Decreasing acetone production from MEGAN vegetation by 30% resulted in a 544 

decrease of acetone mixing ratios over the tropical and boreal forests, where this source is most prominent (Figure 17, top left). 545 

Doubling ocean acetone concentrations increased production of acetone from the oceans globally. This increase was stronger in 546 

the tropics, due to the higher sea surface temperatures (Figure 17, top right). Reducing the reactivity factor for dry deposition 547 

decreased the amount of acetone removed by deposition over the continents (Figure 17, bottom left), in particular where acetone 548 

concentration is elevated (Figure 3). Finally, doubling biomass burning emissions did not change acetone mixing ratios much, 549 

other than over biomass burning hotspots like central South America, central Africa, Southeast Asia, and Siberia (Figure 17, bottom 550 

right). 551 

 552 

Figure 17. Acetone anomalies from the Baseline simulation for the vegetation (top left), ocean (top right), dry deposition (bottom 553 

left) and biomass burning (bottom right) sensitivities, with red indicating an increase and blue indicating a decrease of the specific 554 

flux. Nonlinear colorbars are used to better differentiate the details in the map. 555 

3.5.3 ATom comparisons 556 

The ATom comparisons were replicated with the sensitivity simulations (Figure 18, Figures S15-S17). Doubling the paraffin 557 

yield of acetone seemed to have the most noticeable impacts on the vertical profiles. As seen during ATom-1 (July-August 558 
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2016), doubling the paraffin yield decreases the root mean square error (RMSE) against measurements in the Northern 578 

hemisphere polar atmosphere (Figure 18) and brings the model to closer agreement to observations, but decreases the agreement 579 

throughout the remote Pacific Ocean, which implies different chemical formation pathways over the more polluted northern 580 

hemisphere on the Atlantic Ocean side, compared to the Pacific Ocean. Nearly the exact opposite is calculated in the case of the 581 

halving of the paraffin yield of acetone, which adds confidence to the chemical pathway explanation. The doubling of the ocean 582 

acetone concentration shows a small improvement (decrease) in the RMSE over the tropical and north Atlantic Ocean during 583 

ATom-1 and an even smaller decrease over the north hemisphere Pacific Ocean, but an increase over the tropical and south 584 

Pacific Ocean, showing the potential role of different ocean concentrations of acetone across the globe. It needs to be noted 585 

though that the model performs fairly well in those regions already, so the small improvements mentioned do not largely affect 586 

the regional acetone concentrations, as also expected due to the rather weak acetone source from the ocean.  587 

 588 

Figure 18. Similar to Figure 10, except a comparison between the GISS ModelE2.1 sensitivity simulations and the ATom-1 aircraft 589 

measurements (July-August 2016). Individual data points are shown with grey dots, and their average values are shown in black, 590 

with error bars representing the one-sigma range of the averages. The root mean square error (RMSE) of each simulation is shown 591 
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at the top right of each plot. Note that all sensitivities are to be compared against the Baseline simulation, not the Nudged_ATom 592 

one, but as shown earlier this makes very little difference in the comparison with observations (Figure 10). 593 

 594 

The simulations of the boreal winter (January-February 2017) score the best against ATom-2. Acetone concentrations are the 595 

lowest during that period in both hemispheres, a direct result from the very low biomass burning emissions, which is among the 596 

highest acetone sources worldwide (Figure 2). In the region north of 50N, the increase of both the paraffin source and the 597 

oceanic source of acetone degrade the simulations, and the same applies for the measurements around 102W longitude, 598 

especially at mid-latitudes. The increase in oceanic source over the northern hemisphere mid-latitude Pacific Ocean improves 599 

(decreases) RMSE, but as already mentioned the low concentrations of acetone in that area (and in general during ATom-2) 600 

show that there is small sensitivity in the modified acetone sources to acetone profiles. While the ocean flux may be small, these 601 

ATom comparisons reveal that they especially matter in the southern latitudes. These are the same latitudes where the ocean 602 

appears to be in equilibrium (neither a strong source nor sink) (Figure 7). 603 

 604 

During boreal fall (ATom-3), doubling the paraffin yield tends to overshoot most of the measurements (Figure S16), contrary to 605 

what was calculated during boreal summer (ATom-1; Figure 18). This is the case for most ATom-3 Atlantic Ocean flights, while 606 

an improvement is calculated when comparing with the flights near the west coast of the US or the Pacific Ocean mid-latitudes. 607 

These results reveal that the model may be underestimating a paraffin source during boreal summer, which diminishes during 608 

boreal fall.  609 

 610 

The boreal spring season (April-May 2018; ATom-4; Figure S17) is the hardest for the model to simulate when it comes to 611 

northern hemisphere concentrations. All sensitivity studies greatly underestimate measurements, in particular the long-range 612 

transport upper tropospheric amount near the polar latitudes but also the concentrations measured throughout the troposphere at 613 

northern mid-latitudes. The model skillfully simulates tropical and southern hemisphere profiles, while it cannot reproduce the 614 

higher concentrations at northern latitudes. The increased yield from paraffin or the increased oceanic concentration do reduce 615 

RMSE, but still fall short on capturing the magnitude, or the shape, of the profiles of the spring hemisphere. We cannot infer 616 

from our model simulations whether this is a missing source or an underestimated sink, but the latter appears to be more 617 

plausible, given the large underestimation of all modeled profiles at northern mid-latitudes. In the southern hemisphere, the 618 

increase of oceanic acetone clearly degrades model skill, as was frequently the case during the other campaigns presented above.  619 

It is worth mentioning that for most cases the changes in the source of acetone do not alter the shape of the vertical profile. This 620 

means that the transport or chemical sinks of acetone dictate its spatiotemporal distribution more than sources, while the sources 621 

do affect the magnitude of that distribution, quite significantly under some of the conditions described here 622 

4 Conclusion 623 

The development of acetone’s representation in the NASA GISS ModelE2.1 from its previous simplistic parameterization of 624 

instantaneous isoprene to a full tracer experiencing transport, chemistry, emissions, and deposition of its own, marks a significant 625 

improvement to the model’s chemical scheme. Calculations of the 3-dimensional distribution of acetone as a function of time, as 626 

well as evaluations of its atmospheric burden and source/sink fluxes demonstrate the complexity of acetone’s spatiotemporal 627 

distribution in the atmosphere. An extensive analysis was conducted to assess the simulated global acetone budget in the context 628 

of past modeling studies. Further comparisons were made against field measurements on a variety of spatial and temporal scales, 629 
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which indicated that the model agrees well with surface field measurements and vertical profiles in the remote atmosphere. The 630 

chemical formation of acetone from precursor compounds such as paraffin was found to be an uncertain yet impactful factor. 631 

Vegetation fluxes as calculated by MEGAN were identified as the dominant acetone source which dictates its seasonality. 632 

Additionally, the acetone concentration in seawater was found to affect oceanic sources more than oceanic sinks. 633 

 634 

The work presented here demonstrates the usefulness of the approach to evaluate a chemical species in the model and can be used 635 

for similar evaluations of other important gaseous and aerosol species. Any feedback between acetone and the rest of the chemistry, 636 

and particularly ozone, have not been assessed here, and should be the goal of a future study. Additionally, the current ocean-637 

acetone interaction uses a constant concentration of acetone in the ocean. It will be helpful to test a more realistic, non-uniform 638 

ocean acetone concentration, when this becomes available. Finally, other atmospheric conditions such as surface wind speed may 639 

be considered further when modifying the ocean scheme.  640 

Code Availability 641 

The GISS ModelE code is publicly available at https://simplex.giss.nasa.gov/snapshots/. The most recent public version is E.2.1.2; 642 

the version of the code used here is already committed in the non-public-facing repository and will be released in the future 643 

following the regular release cycle of ModelE, under version E3.1.  644 

Data Availability 645 

The 3-dimensional model output of acetone concentrations will be made public at the GISS website at the time of publication in 646 

the discussion phase, as was done in other publications (e.g. https://pubs.giss.nasa.gov/abs/ba08500g.html). This statement will be 647 

modified accordingly for final publication.  648 

 649 

We have made available the simulated three-dimensional distributions of acetone from each simulation described in the paper 650 

(Baseline, sensitivity simulations in Table 1, and Nudged_ATom). These are found in zip files, grouped by simulation, here: 651 

https://doi.org/10.5281/zenodo.7567614. Each zip file contains a series of netCDF format files with filenames 652 

{month}_5yrAvg_Acetone_{simulation}.nc, where each file is a climatological average over 5 years of repeated forcing 653 

conditions. 654 

 655 

The exception is the transient-forcing simulation "Nudged_ATom", which contains single-month averages of acetone from JUL 656 

2016 through MAY 2018, to cover the ATom observational period. The file names for that simulation are of the form: 657 

{month}_{year}_Acetone_Nudged_ATom.nc. Acetone is in ppbv units and given on the model's native grid and vertical levels. 658 

These are hybrid sigma levels, but nominal pressure middles and edges are given in the plm and ple variables, respectively, and 659 

the grid box surface areas are also provided. 660 
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