Ambient methane monitoring at Hohenpeißenberg utilizing photoacoustic spectroscopy and cavity ring down spectroscopy
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Abstract. With an atmospheric concentration of approximately 2000 parts per billion (ppbV, 10⁻⁹) methane (CH₄) is the second most abundant greenhouse gas (GHG) in the atmosphere after carbon dioxide (CO₂). The task of long-term and spatially resolved GHG monitoring to verify whether climate policy actions are effective, is becoming more crucial as climate change progresses. In this paper we report the CH₄ concentration readings of our photoacoustic (PA) sensor over a five day period at Hohenpeißenberg, Germany. As a reference device a calibrated cavity ringdown spectrometer Picarro G2301 from the meteorological observatory was employed. Trace gas measurements with photoacoustic instruments promise to provide low detection limits at comparably low costs. However, PA devices are often susceptible to cross-sensitivities related to environmental influences. The obtained results show that relaxation effects due to fluctuating environmental conditions, e.g. ambient humidity, are a non-negligible factor in PA sensor systems. Applying algorithm compensation techniques, which are capable of calculating the influence of relaxational effects on the photoacoustic signal, increase the accuracy of the photoacoustic sensor significantly. With an average relative deviation of 1.11 % from the G2301, the photoacoustic sensor shows good agreement with the reference instrument.

1 Introduction

In the European network Integrated Carbon Observation System (ICOS) 16 different nations united to measure greenhouse gas (GHG) concentrations continuously in the atmosphere and in a standardized way. In order to ensure data comparability of the 46 atmosphere monitoring stations the required accuracy of the devices were defined in the ICOS program. For CH₄ this was specified to be less than ±2 ppbV, emphasising the high standards set internationally for reliable atmospheric GHG monitoring. For this purpose a state-of-the-art cavity ringdown spectrometer G2301 (Picarro, Inc., USA) was selected by the ICOS program for both CH₄ and CO₂ quantification, which provides a 3σ precision for CH₄ less than 1.5 ppbV and less than 210 ppbV for CO₂ at an averaging time of 5 seconds.

For leakage detection of gas pipelines, or identification of various methane sources, measurement instruments with slightly lower precision may also be appropriate. In 2021 Defratyka et al. identified several sources of methane emission in Paris,
which increased the CH$_4$ concentration by up to 2.7 parts per million (ppmV, 10$^{-6}$), compared to the average background of about 2 ppmV (Defratyka et al., 2021). The highest emission was assigned to a ventilation grid, which increased the CH$_4$ concentration by about 40 ppmV. Elevations of CH$_4$ levels up to 88.6 ppmV were measured in Washington in 2014 by Jackson et al. (2014). This work reported a total of 5893 pipeline leaks over a distance of 1500 road miles, from which 1122 leaks increased the ambient CH$_4$ concentration to more than 5 ppmV and 67 leaks even over 25 ppmV. The threshold for leakage identification was proposed by von Fischer et al. who defined a 10% increase over the normal background concentration as a leakage (von Fischer et al., 2017). For a typical background concentration of about 2 ppmV, this corresponds to 200 ppbV.

As an alternative to elaborate measurements in cities, low-cost devices with suitable CH$_4$ resolution (< 200 ppbV) could be installed at multiple locations and combined to a sensor network, which allows remote leakage detection. Photoacoustic (PA) gas sensors could meet these requirements of low-cost devices while retaining low enough detection limits. In PA the signal originates from converting vibrational energy of molecules into kinetic energy. A modulated light source electromagnetically excites the analyte of interest. The modulation can either be performed by amplitude modulation or wavelength modulation.

Through collisions with surrounding molecules, the excited analyte molecules can release their additional vibrational energy as kinetic (translational) energy into the sample gas. This process is called vibrational-translational (VT) relaxation. The VT energy transfer increases the kinetic energy of the sample gas, causing the temperature to rise above its equilibrium value. Due to the modulation of the light source, the heat input induced by VT relaxation is also periodic, resulting in periodic density fluctuations, which per definition corresponds to a sound wave. By designing the optical path as an acoustic resonator, e.g. a cylindrical resonator, the photoacoustic sound wave can be amplified and filtered. The sound pressure linearly depends on the analyte concentration and may be detected by an acoustic-electric transducer, e.g. a microphone, quartz tuning fork (QTF) or a cantilever. Generally, the photoacoustically generated sound pressure $p_{PA}$ for cylindrical resonators, excited in their first longitudinal mode can be described as follows (Miklós et al., 2001; Rück et al., 2023):

$$p_{PA} = (\gamma - 1) Q f_{res}^{-1} \frac{1}{2\pi^2 r^2} \frac{N_A}{V_{mol}} N_i\sigma_i(\lambda) P_0\varepsilon_{relax}$$

(1)

The adiabatic exponent $\gamma$ contains the number of all degrees of freedom (rotational, vibrational, translational) of the sample gas actively participating in sound propagation. Acoustic cross-sensitivities of the PA signal can be described by the ratio of the quality factor $Q$ and the frequency $f_{res}$ of acoustic resonance amplification. While $r$ represents the radius of the resonator tube, $N_A$ is the Avogadro constant, $V_{mol}$ the molar volume of the sample gas, and $N_i$ is the dimensionless volume ratio of the analyte with an absorption cross-section $\sigma_i$ at the emitted wavelength $\lambda$. The emitted optical power of the light source is designated as $P_0$. The efficiency of non-radiative relaxation is considered by $\varepsilon_{relax}$, which is a quantity between 0 and 1. This quantity depends on the efficiency of the individual energy transitions involved in the relaxation process (Hunter et al., 1974). For an accurate description of the overall relaxation cascade in case of mid-infrared (MIR - 2968.4 cm$^{-1}$) methane monitoring in ambient air, i.e. mainly containing N$_2$, O$_2$ and H$_2$O, a total of 29 individual energy transitions have to be considered, according to Müller et al. (2022).

Regarding photoacoustic methane detection Elefante et al. developed a methane sensor based on a quantum cascade laser (QCL) emitting with an optical power of 128 mW at 1297 cm$^{-1}$ (Elefante et al., 2019). With this sensor, they were able to...
achieve a detection limit of 18 ppbV for a lock-in time ($\tau_{LIA}$) of 100 ms. One year later in 2020, Elefante et al. reported a MIR photoacoustic methane sensor (Elefante et al., 2020). At an excitation wavenumber of 2988.8 cm$^{-1}$ and an emitted optical power of 12.5 mW, a limit of detection (LoD) of 180 ppbV was obtained with a $\tau_{LIA}$ of 200 ms. Giglio et al. pursued a different approach regarding photoacoustic methane detection (Giglio et al., 2020). Instead of on-peak detection, they employed an array consisting of 32 QCLs covering the spectral range from 1190 to 1340 cm$^{-1}$. From the area underneath the measured spectrum, the methane concentration was determined with an LoD of 200 ppbV at $\tau_{LIA}$ of 10 s. In the near-infrared (NIR), Gong et al., Xiao et al. and Li et al. obtained CH$_4$ LoDs of 9 ppbV, 36.45 ppbV, and 177 ppbV at 500 s and 1 s lock-in time, respectively (Gong et al., 2021; Xiao et al., 2022; Li et al., 2022). The LoD of the sensor used in this work was determined to be 6.8 ppbV at $\tau_{LIA} = 2$ s by Pangerl et al. (2022), although with a slightly higher optical power of 10.8 mW compared to the 7.5 mW emitted in this work. This decrease in optical power can be attributed to deterioration processes of the light source.

In this work we present the results of a five day CH$_4$ measurement campaign in ambient air at Hohenpeißenberg using a G2301 cavity ringdown spectrometer as a reference. Due to the naturally occurring fluctuations in ambient humidity during the measurement series, the relaxational behavior was significantly affected. Without including the algorithm CoNRad for data evaluation, no reasonable conclusions about the CH$_4$ concentration would be possible by the PA sensor. Relaxational effects are omnipresent in photoacoustic spectroscopy, e.g. Wysocki et al. (2006); Kalkman and van Kesteren (2008); Hayden et al. (2020); Lang et al. (2020); Qiao et al. (2022). Especially CH$_4$ is well-known to be prone to relaxational effects (Schilt et al., 2006; Barreiro et al., 2011, 2012; Elefante et al., 2020; Menduni et al., 2020; Li et al., 2020; Dello Russo et al., 2021; Müller et al., 2022; Pangerl et al., 2022; Rück et al., 2023). The intention of this paper is to demonstrate that the developed PA sensor in combination with CoNRad provides an appropriate choice for reliable and ppbV-level-precise GHG monitoring.

2 Experimental

2.1 Photoacoustic sensor

An interband cascade laser (ICL) emitting at 2968.4 cm$^{-1}$ with an optical power of 7.5 mW, exciting the $\nu_4$ stretching mode of CH$_4$ (absorption cross-section $\sigma_{CH_4} = 4.9 \cdot 10^{-10}$ cm$^2$ mol$^{-1}$) was employed (Pangerl et al., 2022; Müller et al., 2022; Rück et al., 2023). Temperature, pressure and humidity within the PA cell were monitored by a BME280 (Bosch, Germany) TpH sensor. The PA cell is temperature controlled to 40 °C. For photoacoustic methane measurements in ambient air, relaxational effects induced by oxygen and water must be considered (Müller et al., 2022). In Figure 1(a) the overall relaxation efficiency $\varepsilon_{relax}$ at an acoustic frequency of 5055 Hz for methane diluted in air is plotted against continuous humidification of the sample. The data shown in Figure 1 was obtained via CoNRad (Müller et al., 2022). In dry air $\varepsilon_{relax}$ is only approximately 5.8 %, which implies that 94.2 % of the theoretically possible PA signal is lost due to delayed relaxation. The relaxation loss in case of methane in dry air is attributed to the strong coupling of the bending modes of methane (2$\nu_{b,CH_4} = 2844$ cm$^{-1}$ and $\nu_{b,CH_4} = 1422$ cm$^{-1}$) with the vibrational state of oxygen $\nu_{O_2} = 1556$ cm$^{-1}$ (Schilt et al., 2006; Barreiro et al., 2011). This results in a fast vibrational-vibrational (VV) energy transfer from CH$_4$ to O$_2$. Oxygen, however, relaxes rather slow, causing the energy to accumulate in $\nu_{O_2}$, and not contributing to PA signal generation, yielding a decrease of $\varepsilon_{relax}$ (Schilt et al., 2006; Barreiro et al.,...
The addition of humidity significantly increases the relaxation efficiency due to a fast VV energy transfer from $\nu_{O_2}$ to $\nu_{H_2O} = 1595 \text{ cm}^{-1}$, followed by a fast VT relaxation (Barreiro et al., 2012; Müller et al., 2022; Pangerl et al., 2022). The frequency dependency of the relaxation efficiency for methane is shown in Figure 1(b). The graphs demonstrate that with rising acoustic frequencies the relaxation losses become much more pronounced, yielding lower PA signals and thus worse LoDs.

**Figure 1.** Overall efficiency of non-radiative relaxation $\varepsilon_{\text{relax}}$ at 5055 Hz laser modulation for CH$_4$ in air with rising humidity content (a). The grey highlighted area in (a) indicates the observed humidity during the measurement period at the DWD. The right side (b) displays how humidification of the sample affects $\varepsilon_{\text{relax}}$ at different acoustic frequencies up to 32.76 kHz, which is a typical modulation frequency utilized in quartz-enhanced PA sensors (QEPAS).

The PA sensor used in this work was operated in WM(2f) mode, i.e. the modulation frequency equals half the resonance frequency of the PA system. To prevent signal losses due to a mismatch of $f_{\text{res}}$ and $f_{\text{mod}}$, the resonance properties of the PA sensor must be determined. Changes in the sample gas composition induces a change in $f_{\text{res}}$, as the speed of sound changes. With the acoustic resonance monitoring system (ARMS) as presented in Rück et al. (2023) an integrated, fast and accurate quantification of the acoustic properties of PA cells was introduced and utilized in this work. This technique additionally allows for $Q$-factor quantification, which directly affects the generated PA pressure $p_{\text{PA}}$, see equation 1.
2.2 Measurement setup

The measurement setup is visualized by Figure 2. Ambient air was sampled by means of a pump from outside the laboratory. A three-way valve was used to automatically switch between target gas and ambient air. A mixture of 2020 ppbV CH\textsubscript{4} and 312 ppmV CO\textsubscript{2} diluted in dry natural air was chosen as target gas. During the measurement campaign, the target gas was used a total of seven times for 30 minutes per interval to avoid and detect potential sensor drifts. In order to enhance the humidity during target gas operation and thus increase the generated PA signal by minimizing the influence of relaxation effects a self-developed humidity generator was installed upstream of the PA sensor (Müller et al., 2022). A lock-in-amplifier (LIA) time constant of $\tau_{\text{LIA}} = 20$ s was chosen to reduce the effect of white noise on the PA data. Every 10 minutes the PA sensor recorded three single point measurements (SPMs) each for 20 s with a data acquisition rate of 5 Hz. The three SPMs themselves where further averaged, as well as the individual standard deviations, yielding the final values.

The ARMS routine was performed to determine $Q$ and $f_{\text{res}}$ each time before the three SPMs were recorded. Based on the ARMS, the modulation frequency of the laser was automatically adjusted, while the PA ICL was switched off between the measurements. As shown in Figure 2 the G2301 was installed in the gas setup parallel to the PA sensor, ensuring that both devices received the same sample gas, providing comparability of the sensor readings.

---

**Figure 2.** Schematic of the experimental setup for the measurement campaign. The pump delivers ambient air from outside the laboratory. A three-way valve is used to switch between ambient air and target gas. The target gas consists of 2020 ppbV methane and 312 ppmV carbon dioxide diluted in dry air. Before the respective sample gas is fed into the two measurement instruments, it passes a stainless steel filter (SS-4FW-2) to avoid particle contamination.
3 Results and discussion

The data of the PA sensor during target gas measurements are summarized in Table 1. The sensitivity of the PA sensor varies only slightly (maximum -2.61 % from the average value), which demonstrates the stability of the photoacoustic system. While the mean CH$_4$ precision $3\sigma_{\text{PAS}} = 6.75$ ppbV is worse than the observed precision of the reference ($3\sigma_{\text{G2301}} = 1.16$ ppbV), the PA sensor is nevertheless sufficiently precise to reliably detect the atmospheric CH$_4$ fluctuations, refer to Figure 3(a).

<table>
<thead>
<tr>
<th>date and time</th>
<th>PAS sensitivity in $\mu$V/ppmV</th>
<th>$3\sigma$ precision in nV</th>
<th>$3\sigma$ precision in ppbV</th>
</tr>
</thead>
<tbody>
<tr>
<td>07.02.2023 01:45</td>
<td>2.08</td>
<td>14.14</td>
<td>6.80</td>
</tr>
<tr>
<td>07.02.2023 09:45</td>
<td>2.12</td>
<td>22.50</td>
<td>10.61</td>
</tr>
<tr>
<td>08.02.2023 00:45</td>
<td>2.13</td>
<td>7.18</td>
<td>3.37</td>
</tr>
<tr>
<td>08.02.2023 12:45</td>
<td>2.16</td>
<td>8.59</td>
<td>3.98</td>
</tr>
<tr>
<td>08.02.2023 23:45</td>
<td>2.14</td>
<td>17.91</td>
<td>8.37</td>
</tr>
<tr>
<td>09.02.2023 11:45</td>
<td>2.16</td>
<td>14.93</td>
<td>6.91</td>
</tr>
<tr>
<td>09.02.2023 22:45</td>
<td>2.15</td>
<td>15.56</td>
<td>7.24</td>
</tr>
</tbody>
</table>

Table 1. Sensitivity of the PA sensor over the five day measurement period. An average deviation of 0.98 % and a maximum deviation of -2.61 % from the mean of the observed sensitivities show the stability of the PA sensor. The campaign started on 6 February 2023 afternoon and ended on 10 February 2023 morning.

Figure 3 illustrates the CH$_4$ readings in ppbV (a) measured by the PA sensor (black) and with the G2301 data (red), respectively. The grey dashed lines indicate a new day. It is obvious, that the CH$_4$ concentration characteristics monitored with both devices agree quite well with each other. However, more significant discrepancies up to $> \pm 80$ ppbV, are also evident. As of now no clear explanation could be identified for these deviations. It is unlikely that these errors are induced by differences in the sample gas of the two systems since the humidity readings of the BME280 integrated in the PA sensor match very well with the readings of the G2301, as shown in Figure 3(c). By evaluating the data acquisition system (DAS), cavity, and etalon temperature of the Picarro G2301 temporal anomalies regarding CH$_4$ discrepancies could be identified (see Figure A1). Since the temperature spikes are probably caused by direct sunlight on the G2301, it is recommended to avoid this for similar experiments. Still, the average percentage deviation of the PA sensor and the G2301 reference of 1.11 % is rather moderate, see Figure 3(b).

Over the entire period of the measurement campaign, the water content in the PA sample gas varied from about 0.30 %V to about 0.73 %V, see Figure 3(c), causing the PA sensor reading to alter by about 13.5 % due to relaxational effects, refer to (Figure 1(a)), which makes standard calibration unfeasible. For this reason, algorithmic compensation methods like CoNRad are essential. Figure 4 illustrates the impact of CoNRad on the reliability of PA sensor readings. The y-axis represents the difference between the CH$_4$ concentration readings of the PA sensor and that of the G2301 in ppbV. The grey dashed lines again indicate a new day. The black curve in Figure 4(a) shows the deviation when CoNRad is implemented ($\Delta$CH$_4$(PA$_{\text{CoNRad}}$ − G2301)) in
Figure 3. Direct comparison of the methane concentration readings (a), the deviation of the PA sensor compared to the Picarro G2301 in % (b) and the water readings (c). The humidity offset induced by the measurement setup is clearly visible. During 09.02. the humidity tank became empty, resulting in no additional humidification.

In the data evaluation, the red curve illustrates the deviation based on the raw PA data ($\Delta$CH$_4$ (PA$_{raw}$ − G2301)). This red curve illustrates that due to the exponential effect of relaxation processes, the offset between raw data and the reference measurement is not constant. The grey highlighted data in Figure 4 show the results for dry PA target gas operation, with the empty humidity tank during 9 February. Without CoNRAF dry calibration leads to considerable misinterpretations of the PA data. Thus
ambient CH₄ PAS monitoring without algorithmic compensation approaches is not possible. Figure 4(b) shows a statistical evaluation of the absolute differences. It indicates that with CoNRad the variance of the measured deviation with respect to the reference decreases significantly. In addition, the compensated values show normal distribution around 5.26 ppbV, indicating no long-term drift. The raw values, however, are not normally distributed and show a substantially higher variance. The large deviation of about 1000 ppmV CH₄ of the raw PA data (grey highlighted area) can be attributed to dry target gas mode, in which pronounced relaxational losses occur, see Figure 1.
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Figure 4. Absolute difference of CH₄ in ppbV (a) based on raw PA data (red) and after CoNRad compensation (black) with regard to the G2301 reference methane readings. The right side (b) displays the boxplots and histograms of the deviations. The grey highlighted data indicates dry PAS calibration without CoNRad compensation.

4 Conclusions

We compared our PA methane gas sensor with an established and calibrated cavity ringdown spectrometer (G2301) used for global GHG monitoring. Over a period of five days, ambient air has been monitored at the meteorological observatory Hohenpeißenberg of the DWD by both systems. The obtained results demonstrate that the PA sensor (3σ precision = 6.75 ppbV) is able to detect even small natural methane fluctuations in ambient air, thus providing an alternative to established devices. Further applications of the sensor would cover natural gas leakage detection, identification of new methane sources, or emission monitoring from agriculture or landfills. Generally photoacoustic systems provide low detection limits and high potential for miniaturization, however, relaxation-induced signal alterations pose a major drawback of this technique. The counteracting water and oxygen induced relaxation effects play an important role in ambient photoacoustic methane detection, as highlighted in this work. Only in environments with clearly defined and constant measurement matrix, e.g. contamination measurement of high purity gases, the effect of relaxation on the photoacoustic signal may be neglected. For complex and highly fluctuating environments, i.e. ambient air, PA devices essentially require the implementation of algorithmic models,
such as CoNRad, which are able to compute the relaxation cascade of PA signal generation, in order to provide reliable CH$_4$ concentration.
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Appendix A: appendix

Figure A1. Comparison of data acquisition system (DAS), cavity and etalon temperature (a) of the Picarro G2301 CRDS over time, with the measured percentage deviation (b) and CH$_4$ reading (c). The temperature spikes (grey highlighted areas) seem to correlate with the strongest deviations. The blue dashed lines indicate noon, which leads to the assumption that such spikes in temperature may be caused by direct sun exposure of the device.
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