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Introduction

We thank the two referees for their constructive critique of our manuscript. In this document, we offer a response to each comment (quoted in green italics). The comments have enabled us to reconsider our assumptions, modify our methodology, and revise our analysis, enhancing the manuscript. Major methodological changes include (i) fitting each statistical model of drift to the entire control time series (not 150-yr segments), (ii) accounting for autocorrelation in the residuals, (iii) using branch-time metadata, and (iv) applying a third approach, “agnostic-method MCDC”, which corresponds to an assumption that linear, quadratic, and cubic models of drift are equally plausible. Following these major methodological changes, we have substantially revised large sections of the manuscript, especially Sect. 3 (methods) and Sect. 4 (results).

Referee #1 (Damien Irving)

General comments

In general, I think this manuscript makes a valuable contribution to the literature. It introduces a concept - internal drift uncertainty arising from internal climate variability within model control simulations - that is typically overlooked by authors working with climate model variables that are prone to drift (i.e. those influenced by the deep ocean). The main result - that drift uncertainty can be relatively large in comparison to forced trends in historical simulations - is important and the authors put forward a useful method (Monte Carlo Drift Correction) for quantifying/checking the size of drift uncertainty.

Some other minor results are also interesting and well worth documenting:

1. The results the authors present regarding the how the fraction of excess energy absorbed by the ocean and expansion efficiency of heat behaves in control simulations before and after drift correction also adds a little to the existing literature on energy conservation in CMIP models (Hobbs et al 2016; Irving et al 2021).

2. The authors point out that it is preferable to integrate fluxes before correcting the trend (as opposed to correcting the bias before integrating the flux) which is something other papers do (e.g. Irving et al 2019; https://doi.org/10.1029/2019GL085860) but don’t necessarily explain why they make that methodological choice.

We thank Dr Irving for his assessment and helpful comments, which have helped to enhance the manuscript. Our revised manuscript adopts an improved Monte Carlo Drift Correction methodology and also retains the two secondary results highlighted by Dr Irving (including interaction
with the previous work of Hobbs et al., 2016; Irving et al., 2021, 2019). Regarding the relevance of Irving et al. (2019) to the order of integration and drift correction, we now write, “Researchers should clarify whether they correct drift before or after integration. Although we primarily refer to cumulative integration across time here, such clarity should also extend to other calculations: for example, Irving et al. (2019) clarify that they calculate spatial integrals before correcting drift” (Sect. 5.2 paragraph 2).

Specific comments

The authors acknowledge in the manuscript (line 415 and elsewhere) that a limitation of their study is that they ignore branch time metadata, which could be used to reduce uncertainty by allowing for higher order polynomials to be fitted. I agree with the authors that in some cases the branch time metadata is either not available or incorrect, but more often than not branch time metadata is available/correct and where it isn’t it can usually be estimated. For instance, Irving et al (2019; https://doi.org/10.1029/2019GL082015) analyse an ensemble of CMIP models and say the following: “We obtained a drift estimate by fitting a cubic polynomial to the full control time series... The time period in the control simulation that parallels the forced simulation was then identified using the branch time information provided in the file metadata, so that the correct segment of the cubic polynomial could be subtracted from the forced simulation. For models with erroneous metadata, the branch time was estimated via visual inspection of the globally integrated OHC timeseries.”

I strongly encourage the authors to follow the lead of Irving et al (2019) by attempting to verify model branch times by plotting a variable such as globally integrated OHC. Since essentially all models have a fairly large drift in globally integrated OHC, if you plot the control and forced experiment time series (using branch time information to line up the respective time axes) it’s usually pretty easy to see if the first value of the forced experiment does in fact branch off the control experiment at the time the metadata says it does. If it doesn’t, it’s usually pretty easy to approximately estimate where the branch point actually is. Following this procedure I’d be surprised if there were many models for which the branch time couldn’t be verified as correct or sufficiently estimated. This would allow the authors to overcome some of the main limitations of their study.

We accept Dr Irving’s argument that we can use branch-time metadata to improve our approach. In our revised manuscript, we use the CMIP6 branch-time metadata, which are available for all the models we analyse. We also mention that Irving et al. (2019) proposed an alternative method to identify the branch time (Sect. 3.2 final paragraph). We now fit each statistical model of drift to the entire control time series, rather than 150-yr segments. Using the branch-time metadata, we also extend our MCDC methodology and analysis to non-linear models of drift. We apply a new “agnostic-method MCDC” approach, which corresponds to the assumption that linear, quadratic, and cubic models of drift are equally valid. Following these changes, our revised quantification of drift uncertainty is now more directly applicable to the linear, quadratic, and cubic drift correction approaches adopted in recent studies. Details of the revised methodology are provided in Sect. 3.2 of the revised manuscript.

Technical corrections

Irving et al “2020” is quoted throughout the paper but the actual publication year of that paper is 2021: https://doi.org/10.1175/JCLI-D-20-0281.1

We apologise for this error. We have now corrected the reference to Irving et al. (2021) throughout the manuscript. We have also checked the other references.
Referee #2 (Anonymous)

General comments

The authors build on previous papers that considered model drift in coupled climate models, and in particular the potential role of internal variability in affecting drift corrections. To that end they propose a Monte Carlo method of drift estimation, and compare drift estimates using time derivative/flux vs time-integrals/state variables. The paper is quite clearly written (although I found the paragraph structure - with almost each sentence being a separate paragraph - to be quite jarring), and the figures are mostly clear. However, there are some significant technical/methodological issues that the authors will need to either address or justify before I could recommend publication.

We thank the anonymous referee for their assessment and constructive critique, which has contributed to an improved manuscript. We note that the referee disliked the frequent occurrence of shorter paragraphs. When revising the manuscript, we have sought to consolidate the shorter paragraphs into longer paragraphs, whilst also seeking to develop one main idea per paragraph. We have addressed the methodological issues raised by the referee, as outlined below.

I have attached a marked-up PDF, but my significant comments are;

1) terminology - the authors need to be a little careful claiming that the climate models are not energy conserving, which isn’t really true. There are errors in the models’ energy budgets - which previous papers have termed ‘leaks’ - but because the models ARE energy-conserving these leaks are generally absorbed by the ocean.

We now use the term “energy leakage” instead of “energy non-conservation” throughout the manuscript (eleven occurrences).

2) Method - this is my biggest issue. The authors split a model control into 150-year segments and calculate the spurious trends (ie. drift) for each segment. That’s an entirely appropriate way fo looking at century-scale internal variability. However, for their Monte Carlo method they then create a parametric Gaussian distribution of the drift, based on the statistical error of each 150-year segment. That uncertainty is then included in their estimates of uncertainty in the overall drift, since they extrapolating that 150-year estimate (with statistical error) to the full 1100-year control run. This spuriously magnifies the actual uncertainty, because the statistical error in a trend calculated from the full 1100-year series would be much less than that from a 150-year series. Almost any reasonable analysis would use the whole control run, and not a 10% subset, for drift correct.

The referee correctly identifies that our previous use of 150-year segments “spuriously magnifies the uncertainty”, assuming that drift is linear and/or the branch time is known. Hence our previous analysis should be interpreted as a worst-case scenario, corresponding to a situation in which drift is non-linear and the branch time is unknown. We now accept that reliable branch-time metadata are available. Hence, we have substantially revised our analysis. We no longer use 150-year segments. Instead, we fit each statistical model of drift to the entire control time series (Sect. 3.2 paragraph 1), as recommended by the referee.

3) Justification of Method - the use of 150-year estimates rather than the full control is not adequately justified. The only real justification that’s given is related to issues with an unknown branch time in forced model experiments. That argument isn’t relevant here where there’s an a priori assumption that the drift is a constant, and it’s also untrue that branch time is inherently unknowable. It is correct that in CMIP5 some published branch times were incorrect, but the correct ones were able to be inferred and indeed were publicly posted on the CMIP5 errata. I’m not aware of any such issue in CMIP6.

We thank the referee for constructively critiquing the assumptions underlying our original methodology. We accept the referee’s argument that reliable branch-time metadata are available. We now use these metadata in our revised analysis (Sect. 3.2 final paragraph).
4) as a counterpoint to using time subsets, the authors could still use a Monte Carlo method of dealing with internal variability by calculating the trend across the full control run, and considering the standard error from that estimate.

As recommended by the referee, we now fit each statistical model of drift to the entire control time series (Sect. 3.2 paragraph 1).

5) One of the authors' main conclusions is that drift estimated from time-intergrals has less uncertainty than from a time-derivative, because time-derivatives are inherently more noisy and so have higher standard error. This is certainly true, but since the use of subset periods spuriously elevates the uncertainty, this effect is magnified. Figures 3b and f show that there really isn’t any difference when you use the entire control run (beyond that fact that one is estimated using an average, and the other using least squares optimisation).

In our revised manuscript, which uses the entire control time series, we clarify that “the linear-method drift uncertainty is smaller than the integrated-bias-method drift uncertainty because integrating cumulatively effectively averages over the substantial inter-annual variability, resulting in a smaller standard error” (Sect. 5.2 paragraph 2). We no longer imply that the two approaches produce different means.

In summary, I think the authors need to make a much clearer argument for using temporal subsets rather than the full series, and also need to consider very carefully how uncertainty from a subset should be extrapolated to the whole series.

Rather than defending our previous approach, we have chosen to substantially revise our analysis in response to both referees’ helpful comments. Our revised analysis uses the entire control time series and also uses branch-time metadata, allowing us to consider higher degree polynomials (Sect. 3.2). Our revised quantification of drift uncertainty now corresponds more closely to the linear, quadratic, and cubic drift correction approaches adopted in recent studies.

Additional comments (PDF annotations)

L23: odd/jarring use of paragraphs, with every sentence being a new paragraph.

We have now combined many of the shorter paragraphs into longer paragraphs.

L37: careful with terminology.

We now use the term “energy leakage” throughout.

L38: of a state variable (e.g. temperature) rather than a flux.

We have added “of a state variable” (Sect. 1 paragraph 5).

L92: maybe worth explaining how this is different from thermal expansion coefficient of seawater (alpha), and what other factors feed into it (other than equn of state).

In Appendix A, we write, “The thermal expansion of water varies between locations and depths, increasing with temperature, salinity, and pressure (Russell et al., 2000; Piecuch and Ponte, 2014). Remarkably, the thermal expansion coefficient is an order of magnitude larger in the warm low-latitude ocean than it is in the cold high-latitude ocean (Griffies and Greatbatch, 2012). Nevertheless, in practice, we can use a globally-representative coefficient: $\epsilon$, the “expansion efficiency of heat” (Russell et al., 2000)” (Appendix A final paragraph).

L93: I’d prefer a variable name other than Beta in this context - you’re considering steric sea level so this could be confused with the haline contraction coefficient, which is typically referred to as beta.
Instead of $\beta$, we now use $\eta$ throughout the manuscript.

We now extend our analysis beyond the linear approach. Our new “agnostic-method MCDC” includes linear, quadratic, and cubic models of drift (Sect. 3.2 paragraph 5).

Fundamentally this is inflating the actual and This is fundamentally inflating the internal variability in the drift correction. Internal variability will be that any random 150-year draw will be different from any other. BUT you’re also allowing for the statistical error in trend calculation for that 150-year period. BUT the statistical error if calculated over the whole (e.g. 500 year) control run would be much less.

We accept that our previous use of 150-yr segments tends to inflate the drift uncertainty if the branch time is known. Instead of sampling 150-yr segments, we now use the entire control time series (Sect. 3.2 paragraph 1).

This is very helpful question. We previously overlooked the importance of autocorrelation in the residuals. To account for autocorrelation in the residuals, we now use a heteroskedasticity and autocorrelation consistent covariance matrix (Newey and West, 1987) (Sect. 3.2 paragraph 1). We also clarify that we use annual-mean data (not monthly means) (Sect. 2 paragraph 2).

That’s not a justified assumption. It’s true that there were some metadata errors for CMIP5 but even them the branch times could be calculated offline and were made publicly available by Dr Jonathon Gregory. I’ve not seen any evidence of the same problem in CMIP6; there may be a reference somewhere that I’m not aware of, but if so the authors should cite that.

We no longer assume this. We now accept that the CMIP6 branch-time metadata can be used (Sect. 3.2 final paragraph).

A sufficient number of samples must be drawn in order to quantify drift uncertainty. We now simply state that “we draw 1500 drift samples, sufficient to quantify drift uncertainty using the 2nd–98th inter-percentile range” (Sect. 3.2 paragraph 1).

Previously, we described each alternative MCDC method in different sections, seeking to be clear at the risk of being overly verbose. We have now condensed the description into a single section (Sect. 3.2). Our revised description is considerably more concise.

We recognise that our previous use of the “$\int$” sign in variable names may have been confusing. To improve clarity, we have now modified our notation throughout the manuscript. Excess system energy is now $\Delta E$ (not $\int R$) and excess ocean heat is now $\Delta H$ (not $\int H$). The use of “$\Delta$” is consistent with our notation for the change in thermosteric sea-level, which remains $\Delta Z$. The top-of-atmosphere radiative flux is now $E'$ (not $R$) and the sea-surface heat flux is now $H'$ (not $H$).

Previously, we described each alternative MCDC method in different sections, seeking to be clear at the risk of being overly verbose. We have now condensed the description into a single section (Sect. 3.2). Our revised description is considerably more concise.
L252: this is correct, the time-derivative will always be noisier than the time integral. But the statement is only methodologically-relevant if expanding the 150-year statistical error to the whole series is valid.

Our revised analysis now uses the entire control time series (not 150-yr segments). The revised text now reads, “We ascribe the difference between the two methods to the size of the standard error: even if autocorrelation is accounted for, the standard error of the trend of \( \Delta E \) is smaller than the standard error of the mean of \( E' \), because integrating cumulatively effectively averages over the substantial inter-annual variability in \( E' \)” (Sect. 4.2 paragraph 2).

L276: I don’t agree that the difference of Beta between simulations is an uncertainty - it may well be a physical response. E.g. under stronger forcing scenarios we expect a more stratified ocean that reduces ocean heat uptake efficiency.

We agree that the differences in \( \eta \) (previously \( \beta \)) are likely due to a physical response. We now add, “The differences arise from the response of the climate system to different forcing scenarios” (Sect. 4.5 paragraph 3).

L395: If the forced response is small compared to uncertainty in the method of drift correction is significant, doesn’t this imply that the forced response is so weak as to be null?

This is an interesting observation. In our revised discussion of the \( \Delta Z \) results, we write, “For two CMIP6 models, the agnostic-method drift uncertainty is large enough to obscure the positive \( \Delta Z \) signal during the historical period: the 2nd–98th percentile range includes negative values of \( \Delta Z \) (Fig. S2a and n)” (Sect. 4.4 final sentence).

L378: that’s a bit of an overstatement.

0.1 W m\(^{-2}\) is approximately an order-of-magnitude smaller than 0.9 W m\(^{-2}\). Nevertheless, we now write “much smaller” rather than “an order-of-magnitude smaller” (Appendix A paragraph 4).

Fig. 1: I find this choice of unit needlessly confusing - it’s ambiguous whether it’s a flux or an energy integral so for example panel d) is hard to interpret; is the negative drift amplifying over time or is the trend due to the cumulative effect of the drift? It would be easier if state variables (e.g. \( H \)) were quoted as J and fluxes (e.g. \( \text{dH/dt} \)) quoted as W.

We have adopted the referee’s suggestion: we now use YJ for \( \Delta E \) and \( \Delta H \) throughout the manuscript.
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Abstract. Global climate models are susceptible to drift, causing spurious trends in output variables. Drift is often corrected using data from a control simulation. However, internal climate variability within the control simulation introduces uncertainty to the drift correction process. To quantify this drift uncertainty, we develop a probabilistic technique: Monte Carlo drift correction (MCDC). MCDC samples the standard error associated with drift in the control time series. We apply MCDC to an ensemble of global climate models from the Coupled Model Intercomparison Project Phase 6 (CMIP6). We find that drift correction partially addresses a problem related to drift: energy leakage. Nevertheless, the energy balance of several models remains suspect. We quantify the drift uncertainty of global quantities associated with energy balance and thermal expansion of the ocean. When correcting drift in a cumulatively-integrated energy flux, we find that it is preferable to integrate the flux before correcting the drift: an alternative method would be to correct the bias before integrating the flux, but this alternative method amplifies the drift uncertainty. Assuming that drift is linear likely leads to an underestimation of drift uncertainty. Time series with weak trends may be especially susceptible to drift uncertainty: for historical thermosteric sea-level rise since the 1850s, the drift uncertainty can range from 3 to 24 mm, which is of comparable magnitude to the impact of omitting volcanic forcing in control simulations. Derived coefficients – such as the ocean’s expansion efficiency of heat – can also be susceptible to drift uncertainty. When evaluating and analysing global climate model data that are susceptible to drift, researchers should consider drift uncertainty.

Short summary

Global climate models are susceptible to spurious trends known as drift. Fortunately, drift can be corrected when analysing data produced by the models. To explore the uncertainty associated with drift correction, we develop a new method: Monte Carlo drift correction. For historical simulations of thermosteric sea-level rise, drift uncertainty is relatively large. When analysing data susceptible to drift, researchers should consider drift uncertainty.
1 Introduction

Global climate models are susceptible to drift (Sen Gupta et al., 2013; Irving et al., 2021), causing spurious trends in output variables such as thermosteric sea-level rise. Drift may also influence derived climate indices (Sanderson, 2020). Drift is not caused by transient external forcing (Sen Gupta et al., 2013). Instead, drift in long-term centennial-scale simulations is caused by two primary factors: insufficient spin-up and model errors (Hobbs et al., 2016).

First, drift may occur due to insufficient spin-up of equilibrium simulations (Sen Gupta et al., 2013; Hobbs et al., 2016). Following a perturbation to equilibrium forcing, the deep ocean responds slowly, taking millennia to approach a quasi-equilibrium state (Stouffer, 2004; Stouffer et al., 2004; Eyring et al., 2016). Therefore, variables influenced by the deep ocean are especially susceptible to drift (Sen Gupta et al., 2013). The slow response of the deep ocean is consistent with the physics of the real climate system. This source of drift can be reduced by increasing the spin-up length of equilibrium simulations.

Second, drift may arise due to errors – including biases – in the climate model (Hobbs et al., 2016; Brunetti and Vérard, 2018; Irving et al., 2021). Even when climate models are spun-up for long periods under equilibrium forcing, modelled variables may be inconsistent with a true quasi-equilibrium state – spurious trends remain (Hobbs et al., 2016). Of particular relevance here is the problem of energy leakage (Irving et al., 2021): unphysical sinks and sources of energy contribute to inconsistent biases in the top-of-atmosphere radiative flux and the sea-surface heat flux (Sect. 4.1; Lucarini and Ragone, 2011; Hobbs et al., 2016). Such biases indicate defects in the tuning procedure and the parameterisations included in the global climate model (Brunetti and Vérard, 2018).

Fortunately, drift can often be corrected when analysing global climate model data (Sen Gupta et al., 2013). Correcting drift may also address the problem of energy leakage (Hobbs et al., 2016; Irving et al., 2021). Most drift correction methods rely on control simulations (Sen Gupta et al., 2013). These control simulations are forced by equilibrium forcing consistent with pre-industrial conditions, using 1850 as the reference year (Eyring et al., 2016). Such control simulations provide initial conditions for historical simulations.

A commonly used drift correction method involves fitting a linear trend to the entire control time series of a state variable (Sen Gupta et al., 2013). This linear trend can then be subtracted from transient time series – such as time series produced by historical or projection simulations – to correct the drift. However, internal climate variability in the control simulation introduces uncertainty to the drift correction process (Sen Gupta et al., 2013; Sanderson, 2020).

In this paper, we quantify the drift uncertainty associated with the drift correction of global climate model data. To do this, we propose a Monte Carlo drift correction (MCDC) framework (Sect. 3.2). We explore three alternative MCDC methods. Using MCDC, we produce drift-corrected time series of excess system energy ($\Delta E$), excess ocean heat ($\Delta H$), and thermosteric sea-level rise ($\Delta Z$). Using the drift-corrected time series, we quantify the drift uncertainty associated with $\Delta E$, $\Delta H$, $\Delta Z$ during the historical period. We also quantify the drift uncertainty associated with the fraction of energy absorbed by the ocean ($\eta$) and the expansion efficiency of heat ($\epsilon$). Our overarching aim is to quantify drift uncertainty. To support this aim, we ask two primary research questions:
1. Do the three alternative MCDC methods produce similar estimates of drift uncertainty? If not, which method is preferable?

2. What is the contribution of drift uncertainty to $\Delta E$, $\Delta H$, $\Delta Z$, $\eta$, and $\epsilon$?

2 Data

We use global climate model data produced for the Coupled Model Intercomparison Project Phase 6 (CMIP6; Eyring et al., 2016) and the CMIP6-endorsed Scenario Model Intercomparison Project (ScenarioMIP; O’Neill et al., 2016). CMIP6 includes contributions from many climate modeling groups globally.

We analyse annual-mean global variables that shed light on energy balance and thermosteric sea-level rise (Appendix A). We derive the variables from annual-mean CMIP6 diagnostic variables as follows:

1. Net downward top-of-atmosphere radiative flux ($E'$) is calculated as $E' = rsdt - rsut - rlut$, where $rsdt$ is the incoming shortwave radiation, $rsut$ is the outgoing shortwave radiation, and $rlut$ is the outgoing longwave radiation. Each top-of-atmosphere flux ($rsdt$, $rsut$, and $rlut$) is multiplied by the atmosphere grid-cell area ($areacella$) then summed globally.

2. Net downward sea-surface heat flux ($H'$) corresponds to the variable $hfds$, assuming there is no flux correction (Griffies et al., 2016). One model – MRI-ESM2-0 – has flux correction ($hfcorr$) data, so we calculate $H'$ as $H' = hfds + hfcorr$ for this model. Each sea-surface flux ($hfds$ and $hfcorr$) is multiplied by the ocean grid-cell area ($areacello$) then summed globally.

3. Thermosteric sea-level rise ($\Delta Z$) corresponds to the variable $zostoga$, a global-mean diagnostic.

Excess system energy ($\Delta E$) is calculated by integrating $E'$ cumulatively (Eq. A1). Excess ocean heat ($\Delta H$) is calculated by integrating $H'$ cumulatively (Eq. A2). We use the 1850s (1850–1859) as the reference period for $\Delta E = 0$, $\Delta H = 0$, and $\Delta Z = 0$. The fraction of energy absorbed by the ocean ($\eta$) is calculated as the linear regression coefficient of $\Delta H$ versus $\Delta E$ (Eq. A3). The expansion efficiency of heat ($\epsilon$) is calculated as the linear regression coefficient of $\Delta Z$ versus $\Delta H$ (Eq. A4).

The coefficients $\eta$ and $\epsilon$ are both estimated using ordinary least squares (Appendix B).

Our MCDC framework uses the control simulations (Eyring et al., 2016). These control simulations follow equilibrium forcing representative of the year 1850. The time at which a historical simulation branches from a control simulation is called the branch time. We use the branch-time metadata to assign corresponding dates to each control simulation, so that the year 1850 of the control simulation corresponds to the start of the historical simulation.

We apply MCDC to the historical simulations (Eyring et al., 2016). The historical simulations follow transient forcing for the period 1850–2014. The 1850–2014 transient forcing includes both natural forcing (including volcanic eruptions) and anthropogenic forcing (including greenhouse gas concentrations and aerosol emissions). We also apply MCDC to ScenarioMIP’s four Tier 1 scenarios for the period 2015–2100: SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5 (O’Neill et al., 2016). These projection scenarios are based on the narratives of the Shared Socioeconomic Pathways (SSPs;
Sellar et al., 2019). The projection simulations are essentially continuations of the historical simulation, beginning where the historical simulation ends. Therefore, when processing the projection time series and applying MCDC, we prepend the historical period (1850–2014) before the projection period (2015–2100), so that the combined time series covers the period 1850–2100. For example, the cumulative integration that produces the $\Delta E$ SSP5-8.5 time series begins in 1850 (not 2015), and $\Delta E$ is subsequently referenced to the 1850s decadal mean. We subsequently remove the historical period from the projection time series before we calculate $\eta$ and $\epsilon$, to distinguish the projection simulations from one another and from the historical simulation.

Within the CMIP6 ensemble, we search for model variants that have monthly data for the required diagnostic variables ($rsdt$, $rsut$, $rlut$, $areacella$, $hfds$, $areacello$, and $zostoga$) and scenario (control, historical, SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5). It is common practice to select only one ensemble member per model (e.g. Jevrejeva et al., 2021; Hermans et al., 2021). For each model, we use only the first available “r1i1” variant – in practice, this means we use either the “r1i1p1f1” or “r1i1p1f2” variant, depending on the model (Table S1). These constraints provide an ensemble of sixteen models (Table S1).

We focus on one model as an illustrative example: the UK Earth System Model (UKESM1; Sellar et al., 2019; Tang et al., 2019; Good et al., 2019). With a high equilibrium climate sensitivity of 5.4 K (Sellar et al., 2019), UKESM1 is a “hot model” that may overestimate future warming (Hausfather et al., 2022). Nevertheless, as a state-of-the-art global climate model, UKESM1 is well-suited for our present purpose of exploring drift uncertainty. Furthermore, UKESM1 has the longest control time series length (1100 yr) of any model within the ensemble (Table S1). Three of the figures presented in this manuscript show results for UKESM1 (Figs. 1, 2, and 4). Nevertheless, our analysis also includes the larger ensemble (Figs. 3, 5, and S1–S3; Tables 1 and S2–S6).

3 Drift correction methods

3.1 Conventional drift correction using a single estimate of drift

Sen Gupta et al. (2013) compared drift correction methods, including linear, quadratic, and cubic drift correction approaches. Many recent studies focusing on the earth’s energy budget or sea-level change use linear drift correction (e.g. Hobbs et al., 2016; Jevrejeva et al., 2016; Jackson and Jevrejeva, 2016; Palmer et al., 2018, 2020; Cuesta-Valero et al., 2021; Hamilton et al., 2021; Lambert et al., 2021). Other studies use quadratic drift correction (e.g. Gleckler et al., 2016; Lyu et al., 2020, 2021; Harrison et al., 2021; Hermans et al., 2021; Jevrejeva et al., 2021) or cubic drift correction (Irving et al., 2019, 2021). Quadratic and cubic drift correction both risk overfitting any curvature in the control time series (Hobbs et al., 2016). On the other hand, such curvature may contain valuable information about non-linearity in the drift.

Sen Gupta et al. (2013) also considered whether to use all or only part of the control time series to estimate the drift, “to minimize the contamination of the drift estimate by internal variability” (Sen Gupta et al., 2013, p.8597). To derive a single best estimate of drift, it makes sense to estimate the drift using the entire control time series, as recommended by Sen Gupta et al.
3.2 Monte Carlo drift correction (MCDC)

To quantify drift uncertainty, we propose a Monte Carlo drift correction (MCDC) framework. Following Sen Gupta et al. (2013), MCDC estimates the drift using the entire control time series. MCDC also samples the standard error associated with the estimated drift. MCDC proceeds as follows:

1. Select a statistical model of drift, such as a linear trend or quadratic polynomial. Alternative models of drift correspond to alternative MCDC methods: for example, a linear trend corresponds to linear-method MCDC (see below).

2. Using ordinary least squares, fit the statistical model to the entire control time series of a variable of interest (e.g. $\Delta E$). This provides the best estimate of the drift, corresponding to a conventional drift correction approach.

3. Estimate the standard error associated with each parameter of the fitted model. To account for autocorrelation in the residuals, we use a heteroskedasticity and autocorrelation consistent covariance matrix (Newey and West, 1987).

4. For each parameter, randomly draw samples from a Gaussian distribution with mean equal to the best estimate (step 2) and standard deviation equal to the standard error (step 3). Use these samples to construct drift samples. Here, we draw 1500 drift samples, sufficient to quantify drift uncertainty using the 2nd–98th inter-percentile range.

5. For each scenario of interest (e.g. historical), subtract each drift sample from the time series to produce drift-corrected time series. Each drift sample will produce a different drift-corrected time series, enabling quantification of drift uncertainty.

Different statistical models of drift (step 1) correspond to different MCDC methods. In this paper, we apply three MCDC methods: integrated-bias-method MCDC, linear-method MCDC, and agnostic-method MCDC.

Integrated-bias-method MCDC can be applied to $\Delta E$ and $\Delta H$, both of which are derived by cumulatively integrating a flux ($E'$ or $H'$). MCDC is first applied to the flux by modelling the “drift” as a constant: in other words, we assume that the flux contains a constant bias. This application of MCDC to the flux could be referred to as Monte Carlo bias correction. Each bias-corrected $E'$ (or $H'$) time series is subsequently integrated cumulatively to produce an integrated-bias-corrected $\Delta E$ (or $\Delta H$) time series.

Linear-method MCDC models drift in a state variable (e.g. $\Delta E$, $\Delta H$, or $\Delta Z$) using a linear trend. In other words, we assume that the underlying drift is linear. For $\Delta E$ and $\Delta H$, the assumption of linearity is consistent conceptually with the assumption that the underlying flux contains a constant bias. The assumption of linearity will likely contribute to an underestimation of drift uncertainty (Sect. 5.2).

Agnostic-method MCDC relaxes the assumption of linearity. We assume that linear, quadratic, and cubic models of drift are equally valid. For each of the three models of drift, we draw 500 drift samples. We then combine these samples, producing 1500 drift samples in total.
When applying a quadratic or cubic model of drift, the branch time must be known: which part of the control time series parallels the historical time series? For earlier generations of global climate model ensembles, this branch-time metadata may have been either unavailable or unreliable (Gleckler et al., 2016; Flynn and Mauritsen, 2020). To address this, Irving et al. (2019) proposed an alternative method to identify the branch time. Here, we assume that the branch-time metadata that accompany the CMIP6 data are reliable. When defining and fitting each statistical model of drift, we use the year 1850 as the reference year that corresponds to the origin.

4 Results

4.1 Uncorrected time series

An example of drift is illustrated in Fig. 1. For UKESM1’s control simulation, the top-of-atmosphere radiative flux ($E'$) is close to zero (Fig. 1a), consistent with quasi-equilibrium radiative balance at the top of the atmosphere. The UKESM1 team have achieved their stated goal of keeping $E'$ close to zero when tuning the model (Sellar et al., 2019). Therefore, the drift in excess system energy ($\Delta E$) is small (Fig. 1c).

However, the sea-surface heat flux ($H'$) has a negative bias (Fig. 1b), showing that the ocean loses heat spuriously. When we integrate the flux cumulatively, the negative bias in $H'$ integrates into a negative trend in excess ocean heat ($\Delta H$; Fig. 1d). This illustrates the connection between bias and drift: a constant bias in a flux will drive a linear trend in the cumulatively-integrated flux (Hobbs et al., 2016). In this example, the drift in $\Delta H$ also dominates the historical time series, obscuring the anthropogenic warming signal during the 20th century (Fig. 1d). Anthropogenic forcing only becomes strong enough to offset the negative bias in $H'$ towards the end of the 20th century (Fig. 1b).

If energy is conserved within the modelled climate system, the $\Delta E$–$\Delta H$ relationship should be approximately linear (Eq. A3). In contrast, for UKESM1’s historical simulation, the drift in $\Delta H$ drives a strange $\Delta E$–$\Delta H$ relationship (Fig. 1f): for most of the historical period, $\Delta E$ remains close to zero, but $\Delta H$ decreases. This reveals energy leakage. Furthermore, the inconsistency between $\Delta E$ and $\Delta H$ reveals that the energy leakage occurs somewhere between the top of the atmosphere and the sea surface (i.e. outside the ocean; Hobbs et al., 2016).

In this example, thermosteric sea-level rise ($\Delta Z$) also exhibits drift (Fig. 1e). The drift in $\Delta Z$ obscures the anthropogenic sea-level rise signal during the 20th century. The drift will also contaminate future projections. Furthermore, the $\Delta H$–$\Delta Z$ relationship (Fig. 1g) is inconsistent with Eq. (A4).

4.2 Excess system energy ($\Delta E$)

Fig. 2 illustrates the application of MCDC to UKESM1’s $\Delta E$ time series. For each MCDC method, we produce 1500 drift samples using the uncorrected control time series (Fig. 2a, d, and g). For UKESM1, these drift samples all indicate positive drift during the historical period. We subtract these drift samples from the uncorrected control time series to produce drift-corrected control time series (Fig. 2b, e, and h). In comparison to the uncorrected time series, the trends of
these drift-corrected control time series are much closer to zero, as expected. We also subtract the drift samples from the uncorrected historical time series to produce drift-corrected historical time series (Fig. 2c, f, and i).

The spread among the drift samples and the drift-corrected time series indicates drift uncertainty. For UKESM1, the drift uncertainty is largest when integrated-bias-method MCDC is used (Fig. 2a–c). The linear-method drift uncertainty is much smaller (Fig. 2d–f). This demonstrates that integrated-bias-method MCDC and linear-method MCDC produce different estimates of drift uncertainty, even though these two methods have similar underlying assumptions – namely, a constant bias in $E'$ drives a linear trend in $\Delta E$. We ascribe the difference between the two methods to the size of the standard error: even if autocorrelation is accounted for, the standard error of the trend of $\Delta E$ is smaller than the standard error of the mean of $E'$, because integrating cumulatively effectively averages over the substantial inter-annual variability in $E'$. Therefore, integrated-bias-method MCDC provides a much weaker constraint on the drift correction. To minimise drift uncertainty, it is preferable to use linear-method MCDC.

However, the underlying drift may be non-linear. If so, a linear model of drift may be inappropriate. Therefore, linear-method MCDC will likely underestimate drift uncertainty. By partially accounting for the possibility of non-linearity, agnostic-method MCDC should provide a more accurate estimate of drift uncertainty. For UKESM1, agnostic-method drift uncertainty is larger than linear-method drift uncertainty, yet smaller than integrated-bias drift uncertainty (Fig. 2; Table S2).

We extend our analysis to other global climate models within the CMIP6 ensemble by quantifying the drift uncertainty associated with $\Delta E$ during the historical period (2000s relative to 1850s; Fig. 3; Table S2). For all models, the linear-method drift uncertainty is substantially smaller than the integrated-bias-method drift uncertainty. The agnostic-method drift uncertainty is always larger than the linear-method drift uncertainty, and is often larger than the integrated-bias-method drift uncertainty. When averaged across the ensemble, agnostic-method MCDC produces the largest estimate of drift uncertainty for $\Delta E$, with a median of 0.09 YJ (Table 1). For one model, the agnostic-method drift uncertainty is 0.17 YJ, approximately twice as large as the ensemble median (Figs. 3h; Table S2).

Differences between global climate models also drive differences in $\Delta E$ (Fig. 3). We refer the inter-model range as model uncertainty (Tebaldi and Knutti, 2007; Knutti and Sedláček, 2013). For $\Delta E$, the model uncertainty of 0.56 YJ is more than three times as large as the ensemble-maximum drift uncertainty (Table 1).

4.3 Excess ocean heat ($\Delta H$)

For each CMIP6 model, the drift uncertainty associated with $\Delta H$ (Fig. S1; Table S3) is similar to the drift uncertainty associated with $\Delta E$. The ensemble statistics are very similar to those of $\Delta E$ (Table 1). Therefore, we can draw very similar conclusions for the $\Delta H$ results as we have for the $\Delta E$ results. This is not surprising because $\Delta H$ is closely related to $\Delta E$: both consist of cumulatively-integrated fluxes, and $\Delta H$ should track $\Delta E$ closely if the fraction of excess energy absorbed by the ocean ($\eta$) is close to 1.0 (Sect. 4.5; Appendix A).
4.4 Thermosteric sea-level rise ($\Delta Z$)

For $\Delta Z$ over the historical period (2000s relative to 1850s), the agnostic-method drift uncertainty is always larger than the linear-method drift uncertainty, as expected (Fig. S2; Table S4). (Integrated-bias-method MCDC is not applicable to $\Delta Z$, which does not consist of a cumulatively-integrated flux.) The agnostic-method drift uncertainty ranges from 3 mm to 24 mm, with an ensemble median of 10 mm (Table 1). This is smaller than the model uncertainty of 64 mm (Table 1).

On the other hand, the drift uncertainty is of comparable magnitude to the impact of omitting volcanic forcing in control simulations: Gregory et al. (2013) found that neglecting pre-industrial volcanic forcing leads to an underestimate of 5–30 mm over the period 1850–2000. Furthermore, for models with relatively large drift uncertainty, the drift uncertainty may influence the extent to which the historical time series agrees with estimates of $\Delta Z$ derived from observations, such as the reconstructions of Zanna et al. (2019) and Frederikse et al. (2020). For two CMIP6 models, the agnostic-method drift uncertainty is large enough to obscure the positive $\Delta Z$ signal during the historical period: the 2nd–98th percentile range includes negative values of $\Delta Z$ (Fig. S2a and n).

4.5 Fraction of excess energy absorbed by the ocean ($\eta$)

If energy is conserved and if the fraction of excess energy absorbed by the ocean ($\eta$) is constant, then excess ocean heat ($\Delta H$) should be a linear function of excess system energy ($\Delta E$): $\Delta H = \eta \Delta E$ (Eq. A3). However, as noted in Sect. 4.1 above, the uncorrected $\Delta E - \Delta H$ relationship for UKESM1’s historical time series is non-linear and reveals energy leakage (Fig. 1f). Can drift correction address this problem? After we apply agnostic-method MCDC, the trend-corrected $\Delta E - \Delta H$ relationships are linear (Fig. 4a–b). Estimates of the coefficient $\eta$ are positive and less than 1.0 (Fig. 4c). Therefore, for UKESM1, the drift-corrected $\Delta E - \Delta H$ relationships are generally consistent with Eq. (A3).

When applying MCDC, we produce 1500 drift-corrected time series for each variable, scenario, model, and MCDC method. Therefore, we also calculate 1500 estimates of $\eta$, so we can quantify drift uncertainty. For all three MCDC methods, the drift uncertainty in $\eta$ is relatively large during the historical period (Figs. 4c and 5): the relatively weak global warming signal in the $\Delta E$ and $\Delta H$ historical time series leaves them susceptible to drift uncertainty, which in turn influences the $\eta$ estimates. The drift uncertainty in $\eta$ is much smaller during the 21st century projection period (Figs. 4c and 5): global warming drives clear trends in the $\Delta E$ and $\Delta H$ projection time series, constraining the $\eta$ estimates. We average across the projection simulations to summarise the drift uncertainty in $\eta$ (Tables S5; Table 1). For UKESM1, the agnostic-method drift uncertainty is approximately 0.01 (Table S5). Across the CMIP6 ensemble, the agnostic-method drift uncertainty ranges from 0.01 to 0.14, with a median of 0.06 (Table 1).

The $\eta$ estimates differ slightly between the different projection simulations (Figs. 4c and 5). The differences arise from the response of the climate system to different forcing scenarios. We refer to the inter-scenario range as the scenario uncertainty. For the UKESM1 projection simulations, the scenario uncertainty is approximately 0.01, similar to the drift uncertainty (Table S5). For most models in the CMIP6 ensemble, the scenario uncertainty is similarly small (Fig. 5; Table S5), with an ensemble median of 0.01 (Table 1): in general, $\eta$ does not depend strongly on the scenario. However, for two
models, the scenario uncertainty is 0.08 and 0.07 respectively (Table S5; Fig. 5c–d): for these models, \( \eta \) is sensitive to the choice of scenario.

Estimates of \( \eta \) vary between different models within the ensemble (Fig. 5). The model uncertainty of 0.17 is the largest source of uncertainty (Table 1). For most of the CMIP6 models, the \( \eta \) estimates lie in the range 0.9 –1.0, consistent with our understanding of the climate system (Appendix A; von Schuckmann et al., 2020): even if the ocean were to absorb all excess energy entering the climate system, this would lead to a theoretical maximum of 1.0. However, some of the \( \eta \) estimates are larger than 1.0. For four models (25 % of the ensemble), the median \( \eta \) estimates are consistently greater than 1.0 for all projection scenarios (Fig. 5h, k, l, and m): even after drift correction, the energy balance of these models remains problematic.

### 4.6 Expansion efficiency of heat (\( \epsilon \))

As the ocean warms, it expands, leading to thermosteric sea-level rise. We expect the relationship between \( \Delta H \) and \( \Delta Z \) to be approximately linear: \( \Delta Z = \epsilon \Delta H \) (Eq. A4). As noted in Sect. 4.1 above, the uncorrected data from UKESM1's historical simulation are inconsistent with Eq. (A4) (Fig. 1g). However, after we apply agnostic-method MCDC, the drift-corrected \( \Delta H – \Delta Z \) relationships are approximately linear (Fig. 4d–e). Drift correction successfully establishes meaningful \( \Delta H – \Delta Z \) relationships that can be interpreted using Eq. (A4).

However, in disagreement with Eq. (A4), the drift-corrected \( \Delta H – \Delta Z \) relationships during the historical period exhibit hysteresis-like behaviour (Fig. 4d). \( \Delta H \) and \( \Delta Z \) are referenced to the 1850s decadal mean, so the \( \Delta H – \Delta Z \) relationships begin near the origin. \( \Delta H \) and \( \Delta Z \) then become negative for much of the historical period, driving the relationships towards the lower-left of Fig. 4d. \( \Delta H \) and \( \Delta Z \) become positive later in the historical period, driving the relationships towards the upper-right. However, \( \Delta H \) and \( \Delta Z \) do not necessarily both become positive at the same time, so the relationships do not necessarily pass through the origin, as demonstrated by the “Max intercept” and “Min intercept” lines. It is possible that the \( \Delta E – \Delta H – \Delta Z \) relationships may depend on the sign of the forcing (c.f. Bouttes et al., 2013). However, the hysteresis-like behaviour in Fig. 4d – and also in Fig. 4a – does not reveal systemic hysteresis: for different MCDC samples, the intercept can be either negative or positive. Regardless of the explanations for this hysteresis-like behaviour, we use ordinary least squares with an intercept – not regression through the origin – to estimate the linear regression coefficient (Appendix B).

The linear regression coefficient is \( \epsilon \), the expansion efficiency of heat. As was the case for \( \eta \), the drift uncertainty in \( \epsilon \) is much larger during the historical period than the 21st century (Figs. 4f and S3) due to the comparatively weak forcing signal during the historical period. When drift uncertainty is considered, the historical period provides only a weak constraint on the value of \( \epsilon \).

For the UKESM1 projection simulations, the estimates of \( \epsilon \) depend on the scenario, ranging from approximately 117 mm YJ\(^{-1}\) (SSP1-2.6) to 126 mm YJ\(^{-1}\) (SSP5-8.5; Fig. 4f). This scenario uncertainty of 9 mm YJ\(^{-1}\) is much larger than the agnostic-method drift uncertainty of 1 mm YJ\(^{-1}\) (Table S6), leading to distinct non-overlapping box plots for the projection scenarios (Fig. 4f). For all models in the CMIP6 ensemble, the \( \epsilon \) estimates are smallest for SSP1-2.6 and largest for SSP5-8.5 (Fig. S3). This suggests that the thermal expansion of the ocean is sensitive to the forcing scenario, and is not merely a linear
function of $\Delta H$ (c.f. Wu et al., 2021). However, the strength of the dependence on scenario varies: across the ensemble, the scenario uncertainty varies from 4 to 10 mm YJ$^{-1}$, with a median of 7 mm YJ$^{-1}$ (Table 1).

The agnostic-method drift uncertainty varies over a wider range, from 1 to 22 mm YJ$^{-1}$, with a median of 7 mm YJ$^{-1}$ (Table 1). The linear-method drift uncertainty is much smaller, suggesting that linear-method MCDC underestimates the drift uncertainty. The model uncertainty is 12 mm YJ$^{-1}$. When analysing $\epsilon$ across the CMIP6 ensemble, drift uncertainty, scenario uncertainty, and model uncertainty all constitute substantial sources of uncertainty.

5 Discussion

5.1 Energy balance

Following Hobbs et al. (2016) and Irving et al. (2021), we have considered the energy budgets of global climate models. Inconsistent relationships between excess system energy ($\Delta E$) and excess ocean heat ($\Delta H$; Fig. 1f) are symptomatic of energy leakage outside the ocean domain (Hobbs et al., 2016). In agreement with Hobbs et al. (2016) and Irving et al. (2021), we have shown that drift correction can partially address this problem of energy leakage. Drift-corrected $\Delta E - \Delta H$ relationships are approximately linear (Fig. 4a–b). For all sixteen models analysed here, the coefficient $\eta$ – the fraction of excess energy absorbed by the ocean – is positive (Fig. 5). For most of these models, $\eta$ is also less than 1.0, consistent with energy conservation. However, even after drift correction, the energy balance of several models remains suspect: energy leakage is revealed by $\eta$ estimates greater than 1.0. For four models, the median $\eta$ estimates are greater than 1.0 for all projection scenarios (Fig. 5).

When evaluating the performance of global climate models, the coefficient $\eta$ is a useful diagnostic. This diagnostic could be used alongside other diagnostics relating to energy balance, such as the diagnostics considered by Mayer et al. (2017) and Wild (2020).

5.2 Drift uncertainty

Sanderson (2020) previously explored the contribution of drift to uncertainty in global climate sensitivity indices. To do this, Sanderson added drift (via spurious forcing) and inter-annual variability (via noise) to a simple two-timescale response model. In contrast, we have quantified drift uncertainty directly from global climate model data, using Monte Carlo drift correction (MCDC).

We have compared alternative methods of correcting drift in cumulatively-integrated fluxes (such as $\Delta E$ and $\Delta H$). When applying linear-method MCDC, the flux is first integrated cumulatively, then the spurious trend is quantified and subtracted. When applying integrated-bias-method MCDC, the bias in the flux is first quantified and subtracted, then the bias-corrected flux is integrated cumulatively. Conceptually, these two alternative approaches are similar: a constant bias in flux (e.g. $E'$) will drive a spurious trend in cumulatively-integrated flux (e.g. $\Delta E$) (Hobbs et al., 2016). In practice, however, we find that these two alternative methods produce differing results: the linear-method drift uncertainty is smaller than the integrated-bias-
method drift uncertainty, because integrating cumulatively effectively averages over the substantial inter-annual variability, resulting in a smaller standard error. In other words, compared with integrated-bias-method MCDC, linear-method MCDC provides a much stronger constraint on the appropriate drift correction to apply. When correcting drift in an integrated variable, we recommend that it is generally preferable to integrate the variable first and then apply the drift correction afterward. Nevertheless, we recognise that there may be cases for which it makes sense to correct the bias before integrating: for example, when performing an analysis that involves both $E'$ and $\Delta E$, we may prefer to use the integrated-bias method for consistency. Researchers should clarify whether they correct drift before or after integration. Although we primarily refer to cumulative integration across time here, such clarity should also extend to other calculations: for example, Irving et al. (2019) clarify that they calculate spatial integrals before correcting drift.

When estimating drift uncertainty, our preferred method is agnostic-method MCDC. If the drift is non-linear, then linear-method MCDC will likely underestimate the drift. Therefore, agnostic-method MCDC – which assigns equal prior probabilities to linear, quadratic, and cubic models of drift – should provide a more accurate estimate of drift uncertainty. For the variables analysed in this paper, we have found that agnostic-method drift uncertainty is larger than linear-method drift uncertainty, as expected. We emphasise that agnostic-method corresponds to an assumption that linear, quadratic, and cubic models of drift are all equally plausible. We could question this assumption: a possible further step would be to compare alternative statistical models of drift then select the best statistical model(s) for a specific time series. Such statistical model comparison may lead to a reduction in drift uncertainty. We could also incorporate additional statistical models of drift, including signal processing filters (e.g. Palmer et al., 2011).

It may be important to quantify drift uncertainty when analysing time series with a relatively weak trend. In particular, historical time series may be susceptible to drift uncertainty. For the historical period, the agnostic-method drift uncertainty in $\Delta Z$ can be as large as 24 mm, of comparable magnitude to the impact of omitting volcanic forcing in control simulations (Gregory et al., 2013). Therefore, drift uncertainty deserves similar attention to that given to volcanic forcing.

We hypothesise that drift uncertainty may influence the extent to which a historical simulation agrees with an observation-based estimate. Drift uncertainty should be considered when comparing historical simulations with observation-based estimates of thermosteric sea-level change (such as the reconstruction of Frederikse et al., 2020). Drift uncertainty should also be considered when using ocean-related variables – such as ocean heat content (Lyu et al., 2021) – as an emergent constraint for global climate models.

We further hypothesise that drift uncertainty may be large for drift-susceptible time series that exhibit large internal variability, such as regional dynamic sea level (Richter et al., 2020; Hamlington et al., 2021). Large variability will lead to a large standard error when fitting the statistical model of drift. Therefore, drift uncertainty should be considered when analysing time series with large internal variability, provided that the time series is known to be susceptible to drift.

On the other hand, drift is often weak for time series unrelated to the deep ocean (Sen Gupta et al., 2013). Therefore, many analyses – such as multi-model mean hemispheric partitioning of upper ocean heat – may be insensitive to drift (Durack et al., 2014). In such cases, drift correction may be unnecessary and drift uncertainty may be ignored.
In this study, we have focused on global variables. When correcting drift in multivariate regional contexts – such as might be done in preparation for dynamical downscaling – drift correction approaches may be informed by additional considerations to ensure consistency (Paeth et al., 2019). Furthermore, we have focused on correcting drift in long-term climate simulations, which are dominated by external forcing. In contrast, shorter-term decadal simulations are further complicated by observation-based initialisation, hence decadal simulations require different drift correction methods (Choudhury et al., 2017; Hossain et al., 2021). The quantification of drift uncertainty in such contexts remains an open question.

6 Conclusions

We have developed a probabilistic technique: Monte Carlo drift correction (MCDC). MCDC has enabled us to quantify the drift uncertainty of global climate models.

We have also considered a problem related to drift: energy leakage. Although energy leakage is partially addressed by drift correction, the energy balance of some CMIP6 models remains suspect. Following drift correction, a useful diagnostic for model evaluation is provided by the coefficient $\eta$ (the fraction of excess energy absorbed by the ocean): Is $\eta \leq 1$?

We draw four conclusions about drift correction:

1. When correcting drift in cumulatively-integrated fluxes (e.g. $\Delta E$, the excess system energy), it is generally preferable to integrate the fluxes before correcting the drift, rather than correcting the bias before integrating the fluxes.

2. Linear-method MCDC may underestimate drift uncertainty due to non-linearity in the underlying drift. If we assume that linear, quadratic, and cubic statistical models of drift are equally plausible, then agnostic-method MCDC provides a more accurate estimate of drift uncertainty.

3. When analysing $\Delta Z$ (thermosteric sea-level rise) during the historical period, drift uncertainty is relatively large. For the period 1850s–2000s, the agnostic-method drift uncertainty ranges from 3 to 24 mm. This is comparable to the impact of omitting volcanic forcing in control simulations (Gregory et al., 2013).

4. When using 21st century projection scenarios to estimate $\epsilon$ (the expansion efficiency of heat), agnostic-method drift uncertainty of 1 to 22 mm $\text{YJ}^{-1}$ constitutes an important source of uncertainty alongside scenario uncertainty and model uncertainty.

We propose two hypotheses – each with an accompanying question – to be tested in future work. First, drift uncertainty will influence the extent to which a historical simulation agrees with observation-based estimates. In light of this, can ocean-related variables still be used as emergent constraints for the evaluation of global climate models? Second, drift uncertainty will be large for regional variables with large internal variability, such as dynamic sea-level change. What are the implications for climate projections?

Finally, we offer one recommendation: When evaluating and analysing data that are prone to drift, researchers should consider the potential influence of drift uncertainty. Such drift uncertainty can be quantified using MCDC.
Appendix A: Equations connecting energy fluxes, excess energy, and thermosteric sea-level rise

If the earth’s climate system were in equilibrium, the incoming and outgoing energy fluxes would balance (Meyssignac et al., 2019; Wild, 2020). In reality, the energy fluxes vary due to internal variability, leading to a quasi-equilibrium state that approximates equilibrium when averaged over long timescales. When the earth’s climate system experiences an external forcing – such as that caused by rising concentrations of greenhouse gases – the energy fluxes no longer balance.

A net downward top-of-atmosphere radiative flux ($E'$) heats the earth’s climate system (Melet and Meyssignac, 2015; von Schuckmann et al., 2020), increasing the excess system energy ($\Delta E$). Most of this excess system energy is transferred to the ocean via a net downward sea-surface heat flux ($H'$), increasing the ocean heat content (Meyssignac et al., 2019) – here, we refer to the change in ocean heat content as the excess ocean heat ($\Delta H$). As the ocean warms, the water expands due to thermal expansion, causing thermosteric sea-level rise ($\Delta Z$; Gregory et al., 2019). To a first approximation, the relationships between these variables can be described using relatively simple equations. Following Melet and Meyssignac (2015), we describe the equations below.

We begin by noting that the total excess energy that enters the earth’s climate system can be calculated by integrating the global-total top-of-atmosphere radiative flux ($E'$) cumulatively over time:

$$\text{Excess system energy} \equiv \Delta E \equiv \int_{t_0}^{t} E' (\tau) d\tau \quad (A1)$$

where $t_0$ is the reference time. Expressed in global-mean units, $E'$ is estimated to be 0.9 W m$^{-2}$ for the period 2010–2018 and is increasing (von Schuckmann et al., 2020).

On annual to decadal timescales and longer, most excess system energy is absorbed by the ocean (Palmer et al., 2011; Palmer and McNeall, 2014; Durack et al., 2018; Meyssignac et al., 2019). The change in ocean heat content can be calculated by integrating the global-total sea-surface heat flux ($H'$) cumulatively over time:

$$\text{Excess ocean heat} \equiv \Delta H \equiv \int_{t_0}^{t} H' (\tau) d\tau \quad (A2)$$

A constant geothermal heat flux of approximately 0.1 W m$^{-2}$ (Davies and Davies, 2010) also contributes to ocean heat content. We ignore this geothermal heat flux – which is much smaller than $E'$ – to focus on the relationship between $E'$ and $H'$. The drift-corrected $\Delta H$ time series should be insensitive to the inclusion or exclusion of the geothermal heat flux: a constant geothermal heat flux would essentially modify the bias in $H'$ and the linear drift in $\Delta H$, both of which are removed by drift correction.
If we assume that the fraction of excess energy absorbed by the ocean (\( \eta \)) is constant, then the excess ocean heat can be written as a linear function of the excess system energy:

\[ \Delta H = \eta \Delta E \]  

(A3)

For the period 2010–2018, \( \eta \) is estimated to be 0.90 (von Schuckmann et al., 2020).

As the ocean warms, the water expands, causing thermosteric sea-level rise (Gregory et al., 2019). The thermal expansion of water varies between locations and depths, increasing with temperature, salinity, and pressure (Russell et al., 2000; Piecuch and Ponte, 2014). Remarkably, the thermal expansion coefficient is an order of magnitude larger in the warm low-latitude ocean than it is in the cold high-latitude ocean (Griffies and Greatbatch, 2012). Nevertheless, in practice, we can use a globally-representative coefficient: \( \epsilon \), the “expansion efficiency of heat” (Russell et al., 2000). Global-mean thermosteric sea-level rise (\( \Delta Z \)) can then be written as a linear function of excess ocean heat (Kuhlbrodt and Gregory, 2012; Melet and Meyssignac, 2015):

\[ \Delta Z = \epsilon \Delta H \]  

(A4)

For the period 1995–2014, \( \epsilon \) is estimated to be 121 ± 1 mm YJ\(^{-1}\) (Fox-Kemper et al., 2021).

Appendix B: Estimating \( \eta \) and \( \epsilon \) using ordinary least squares

Informed by Eq. (A3) and Eq. (A4), we estimate \( \eta \) and \( \epsilon \) using linear regression. Should we use ordinary least squares with an intercept or regression through the origin (Eisenhauer, 2003)? Regression through the origin is controversial yet sometimes justifiable (Eisenhauer, 2003). In this particular case, Eq. (A3) and Eq. (A4) provide strong theoretical support for the application of regression through the origin. We would expect Eq. (A3) and Eq. (A4) to hold across the full range of the climate model time series, including the origin (because \( \Delta E \), \( \Delta H \), and \( \Delta Z \) are all referenced to the 1850s decadal mean).

However, the drift-corrected \( \Delta E - \Delta H \) and \( \Delta H - \Delta Z \) relationships often exhibit hysteresis-like behaviour during the historical period (Figs. 4a and d, especially the “Max intercept” and “Min intercept” lines): when the time series transition from negative values to positive values, the \( \Delta E - \Delta H \) and \( \Delta H - \Delta Z \) relationships do not necessarily pass through the origin. Such hysteresis-like behaviour during the historical period influences the starting point of the projection time series. This undermines the appropriateness of regression through the origin. Furthermore, we are interested primarily in linear relationships within the range of data for any given scenario. For example, when estimating \( \eta \) and \( \epsilon \) for a projection scenario, we are interested in the relationship over the period 2015–2100. In light of these considerations, we use ordinary least squares with an intercept.
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Uncorrected time series and $\Delta E$-$\Delta H$-$\Delta Z$ relationships for the UKESM1-0-LL control & historical simulations, demonstrating the problem of drift

**Figure 1.** Uncorrected time series and bivariate relationships for the UK Earth System Model (UKESM1). These *uncorrected* time series have not yet been corrected for drift. Using data from the control and historical simulations, time series are shown for the following global variables: (a) top-of-atmosphere radiative flux ($E'$), (b) sea-surface heat flux ($H'$), (c) excess system energy ($\Delta E$), (d) excess ocean heat ($\Delta H$), and (e) thermosteric sea-level rise ($\Delta Z$). Global-total $E'$ and $H'$ are expressed in global-mean units of W m$^{-2}$. In (a) and (b), the legend shows the mean of the entire time series and the standard error of the mean. In (a)–(e), only the segment of the control time series that corresponds to the historical period (1850–2014) is shown. (The full length of the entire control time series is 1100 years.) For the historical simulation, bivariate relationships are also shown: (f) $\Delta H$ versus $\Delta E$ and (g) $\Delta Z$ versus $\Delta H$. Interpretation is offered in Sect. 4.1.
Figure 2. Different drift-correction methods applied to excess system energy (\( \Delta E \)), using the UKESM1 control and historical simulations. The first row (a–c) shows integrated-bias-method MCDC results. (a) Drift samples derived using the integrated-bias method are plotted alongside the uncorrected control time series. (b) Integrated-bias-method drift-corrected control time series are plotted alongside the uncorrected control time series. (c) Integrated-bias-method drift-corrected historical time series are plotted alongside the uncorrected historical time series. The second row (d–f) shows corresponding linear-method MCDC results. The third row (g–i) shows corresponding agnostic-method MCDC results. These drift-correction methods are described in Sect. 3.2.
Drift-corrected $\Delta E$ (2000s) with drift uncertainty for the CMIP6 historical simulations

Figure 3. Drift-corrected excess system energy ($\Delta E$) during the historical period and the corresponding drift uncertainty. We calculate $\Delta E$ as the decadal mean for the 2000s relative to the 1850s. Each panel shows results for one CMIP6 model (Table S1). Within each panel, each box plot shows results for one MCDC method. The central line shows the median, the box shows the inter-quartile range, the whiskers show the 2nd–98th inter-percentile range, and the dots show outliers beyond the range of the whiskers. Corresponding results for $\Delta H$ and $\Delta Z$ are shown in Figs. S1–S2.
Figure 4. Drift-corrected bivariate relationships and regression coefficients ($\eta$ and $\epsilon$) for the UKESM1 simulations. (a–b) Agnostic-method drift-corrected excess ocean heat (\(\Delta H\)) versus excess system energy (\(\Delta E\)) for (a) the historical simulation and (b) the projection simulations. (c) Estimates of the fraction of excess energy absorbed by the ocean (\(\eta\)) and the corresponding drift uncertainty. The coefficient $\eta$ is calculated as the linear regression coefficient of drift-corrected \(\Delta H\) versus \(\Delta E\). For each combination of MCDC method and projection scenario, the central line shows the median, the box shows the inter-quartile range, the whiskers show the 2nd–98th inter-percentile range, and the dots show outliers beyond the range of the whiskers. (d–e) Agnostic-method thermosteric sea-level rise (\(\Delta Z\)) versus \(\Delta H\) for (d) the historical simulation and (e) the projection simulations. (f) Estimates of the expansion efficiency of heat (\(\epsilon\)) and the corresponding drift uncertainty. The coefficient $\epsilon$ is calculated as the linear regression coefficient of drift-corrected \(\Delta Z\) versus \(\Delta H\). Corresponding estimates of $\eta$ and $\epsilon$ for other members of the CMIP6 ensemble are shown in Figs. 5 and S3.
Figure 5. Drift-corrected estimates of the fraction of excess system energy absorbed by the ocean ($\eta$) and the corresponding drift uncertainty. Each panel shows results for one CMIP6 model. Within each panel, each box plot shows results for one combination of MCDC method and projection scenario. The central line shows the median, the box shows the inter-quartile range, the whiskers show the 2nd–98th inter-percentile range, and the dots show outliers beyond the range of the whiskers. The horizontal line at $\eta = 1.0$ shows the theoretical maximum value of $\eta$. 
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<table>
<thead>
<tr>
<th></th>
<th>$\Delta E$ (2000s; YJ)</th>
<th>$\Delta H$ (2000s; YJ)</th>
<th>$\Delta Z$ (2000s; mm)</th>
<th>$\eta$ (unitless)</th>
<th>$\epsilon$ (mm YJ$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drift uncertainty</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Int.-bias</td>
<td>0.07 (0.03–0.15)</td>
<td>0.07 (0.03–0.16)</td>
<td></td>
<td>0.03 (0.01–0.07)</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.02 (0.00–0.06)</td>
<td>0.02 (0.00–0.06)</td>
<td>2 (0–8)</td>
<td>0.01 (0.00–0.03)</td>
<td>1 (0–3)</td>
</tr>
<tr>
<td>Agnostic</td>
<td>0.09 (0.03–0.17)</td>
<td>0.08 (0.03–0.20)</td>
<td>10 (3–24)</td>
<td>0.06 (0.01–0.14)</td>
<td>7 (1–22)</td>
</tr>
<tr>
<td><strong>Other uncertainty</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>0.56</td>
<td>0.61</td>
<td>64</td>
<td>0.17 (0.16–0.18)</td>
<td>12 (11–13)</td>
</tr>
<tr>
<td>Scenario</td>
<td></td>
<td></td>
<td></td>
<td>0.01 (0.01–0.08)</td>
<td>7 (4–10)</td>
</tr>
</tbody>
</table>

Table 1. CMIP6 ensemble median and range (minimum–maximum) for different sources of uncertainty. For each drift-correction method, drift uncertainty corresponds to the 2nd–98th inter-percentile range of the drift-corrected data. Model uncertainty corresponds to the inter-model range. Scenario uncertainty corresponds to the inter-scenario range. The statistics for $\eta$ and $\epsilon$ are based on the 21st-century projection simulations (2015–2100). The ensemble statistics shown here correspond to the summary statistics shown in Tables S2–S6. For further details, see Tables S2–S6.