Abstract. This study aims to identify key fire factors via recursive feature elimination (RFE) to generate forest fire susceptibility map (FSM) using support vector machine (SVM), and random forest (RF) models. The fire zones were derived from MODIS satellite imagery from 2012 to 2017. Further validation of these data has been provided by field surveys and reviews of land records in rangelands and forests; a total of 352 fire points were determined in this study. Seventeen factors involving topography, geomorphology, meteorology, hydrology, and anthropology were identified as being effective primary factors in triggering and spreading fires in the selected mountainous case study area. As a first step, the RFE models of the RF, Extra trees, Gradient boosting, and AdaBoost were used to identify important fire factors among all selected primary factors. The SVM and RF models were applied once on all factors and the second on those derived from RFE models as the key factors in FSM. Training and testing data were divided tenfold, and the model's performance was evaluated using cross-validation (CV). Different metrics were used to measure accuracy, including recall, precision, F1, accuracy, the area under the curve (AUC), Matthews correlation coefficient (MCC), and Kappa. The accuracy assessment process shows that the FSM results are further improved by leveraging RFE models to distinguish the key factors and not include unnecessary factors. The greatest improvement is for SVM, with more than 10.97% and 8.61% in the accuracy and AUC metrics, respectively.

1. Introduction

Through the production of oxygen and the absorption of CO₂, forests play an important role in environmental pollution reduction (Pourtaghi et al., 2016). In addition to providing goods and livelihoods, forests protect plant and animal diversity, prevent soil degradation and erosion, control water flow and prevent flooding, and regulate climate by trapping carbon, which increases greenhouse gas levels (Bruinsma, 2017). Therefore, most forest fires, whether natural or induced by humans, cause many negative ecological, social, and economic impacts on forest restoration.

The term “forest fire” refers to an uncontrolled wildfire that requires some kind of action or decision to suppress. This term is used when the area of the fire exceeds 0.5 hectares and leads to the destruction of trees. Fires in forests lead to a lot of environmental destruction due to the presence of highly combustible trees (Adab et al., 2013). Forest fires are considered a widespread and critical element of the earth system (Bond and Keeley, 2005). Fire destroys nearly 350 million hectares of forest every year, according to Wright et al. (Wright et al., 2002).
According to Copernicus (https://effis.jrc.ec.europa.eu), fires have influenced Europe in many ways, including climate change, land management, and social patterns, such as immigration from rural settlements, rapid urbanization, and changes in leisure behavior. In recent years, forest fires have been considered one of the most critical natural hazards because they cause loss of life, severe infrastructure damage, and life-threatening environmental effects (Tien Bui et al., 2016).

In recent years, fires in forested areas in northern Iran have become a major threat (Adab et al., 2015). Iran's Forest Organization estimates that 5,000 to 6,000 hectares of forest land are destroyed yearly due to frequent fires (Adab et al., 2013). Natural processes have historically caused fires in forests. However, the firing process has accelerated due to increased human-environmental interactions. This makes it more likely to occur in the future (Valdez et al., 2017). Many factors, such as wind, topography, and drought, play an essential role in the occurrence and spread of fires, but in many cases, human factor causes fires in forests (Sayad et al., 2019). The situation is also the same for the occurrence of this hazard in northern regions of Iran. Therefore, the forest fires in this area are mainly due to human activities from recreational camps and land clearing to change land use and remove livestock grazing from rangelands and forests (Jahdi et al., 2014). It is important to take precautions and predict fire facilities in fire-prone areas to prevent forest fires. Therefore, preparing a fire susceptibility map (FSM) and identifying hazardous and fire-prone areas are essential (Eskandari et al., 2021).

When preparing a susceptibility map, it is important to identify factors that contribute to the fire's susceptibility. Geospatial predictive models require data from remote sensing and geographic information system (GIS) sources. Further, FSM must be produced based on appropriate input data and an appropriate methodology (Jaafari and Pourghasemi, 2019). This challenge has opened a way for research and study in this field to create a more effective and efficient understanding of these geo-environmental factors by analyzing the data and leading to better management in this area. In any natural hazard susceptibility modeling and for the forest fire, it should be examined whether variables associated with forest fires can be used for event prediction (Hong et al., 2018; Jaafari and Pourghasemi, 2019). In addition, variables with low prediction capability should be excluded from predictive models to increase accuracy. The most important and optimal number of fire-predictive variables must be identified to create high-reliability fire susceptibility maps (Hong et al., 2018).

Many studies have examined fire susceptibility modeling and FSM in forest areas around the world. The spatial pattern of wildfire probability has been simulated and predicted using different spatial modeling strategies across different geographical regions. Several studies have used the SVM and RF models to prepare fire risk maps. Jaafari et al. reported (Jaafari and Pourghasemi, 2019) an AUC value of 0.75% for the SVM model with nine factors in the Chaharmahal Bakhtiari Province in Iran. Hong et al. (Hong et al., 2018) evaluated two machine learning (ML) models, including the RF and SVM models with eight factors in China, and achieved an AUC value of 84% and 74% for the RF and SVM, respectively. RF and SVM are successful ML models in fire susceptibility mapping (Kalantar et al., 2020; Tavakkoli Piralilou et al., 2022). Yousefi et al. (Yousefi et al., 2020) used three ML models to produce a multi-hazard risk map for a region in Iran. For producing a wildfire susceptibility map, twelve factors were considered. The AUC value of 83% was obtained for the SVM model. Tonini et al. (Tonini et al., 2020) produced a fire susceptibility map for two seasons using the RF model. For validation, they used k-fold cross-validation. Ghorbanzadeh et al. (Ghorbanzadeh et al., 2019) examined the performance of ANN, SVM, and RF ML models with seventeen factors to predict wildfire-prone areas in Mazandaran Province, Iran, and...
reported AUC values of 88% and 78% for the RF and SVM models, respectively. The literature review clearly shows that most methodologies employed conditional wildfire criteria without any evaluation if they play a significant role in their selected case study area.

Forest areas vary in topography, climate zone, settlement density, human activity, etc. There is, however, a significant gap in the literature. While some studies have used several fire conditional factors, it is unclear whether the limited derived accuracies of the resulting FSMs caused by the model limitations or the adverse impact of some not fully related factors. The methods used to select optimal inputs are known as feature selection techniques. Feature selection may be categorized into filter and wrapper methods and embedded methods (Kohavi, 1997). Filter methods are used to identify the importance of factors (Guo et al., 2016; He et al., 2021; Jaafari et al., 2018; Ngoc Thach et al., 2018; Tehrany et al., 2019; Tien Bui et al., 2016) and rely on the characteristics of the data. These methods do not use ML algorithms. To identify the optimal number of variables predicting forest fires, Hong et al. (Hong et al., 2018) used genetic algorithms, a metaheuristic method. After determining the optimal number of variables, ML methods were used to prepare fire susceptibility maps. Jafari and Pourghasemi first identified important factors using the RF model and then applied the SVM model to obtain the fire risk map (Jaafari and Pourghasemi, 2019). Also, Eskandari, in his paper, first identified important factors using the RF model and then applied his models to these factors (Eskandari et al., 2021). Pourghasemi et al. have used the Boruta algorithm to identify the factors affecting forest fires and floods (Pourghasemi et al., 2020). Boruta algorithm has a behavior similar to the RF model in identifying the importance of variables. These methods only compare the correlation between factors, and this causes the impact of several characteristics to be ignored by putting together the occurrence of fire. However, the wrapper methods cover this defect and consider the combination of features as effective features in the problem. The wrapper method is also called the greedy search algorithm because this method scans all possible combinations of features before selecting the one that produces the best ML algorithm performance. The embedded methods consider the interaction between features and models as part of the feature selection process (Agrawal et al., 2021). Computationally, the embedded methods cost less than wrapper methods because an analysis for the optimum feature subset and formulation of a model in an embedded method can be performed simultaneously (Remeseiro and Bolon-Canedo, 2019). Some examples of embedded methods include decision tree-based algorithms such as a random forest. Recursive feature elimination (RFE) is a hybrid between embedded and wrapper methods (Guyon et al., 2002).

In this study, the RFE method was used to select features. Features are conditional wildfire criteria. As a result of this method, the predictors are first created into a model, which is then used to calculate an importance score for each predictor based on the model. In RFE, the AdaBoost and Gradient Boosting, Random Forests, and Extra trees were used. After that, features that appear in more than two models were voted on and selected as the final features. Therefore, the objectives of this study are to present an effective feature selection method for identifying effective factors involved in forest fires, testing the proposed feature selection method against the SVM and RF models in order to determine the improvement in accuracy and improved mapping of forest fire-prone areas in the study area.
2. Study Area

The study area is Amol County in the Mazandaran province in northern Iran. This Province, with an area of approximately 23,842 km² lies on the southern shore of the Caspian Sea (see Figure 1). The Amol forest area lies in the center of Mazandaran province, in the city of Amol. This study area is mostly mountainous and elevated and covers approximately 646 square kilometers. This Province is known to be one of the most wildfire-prone regions in northern Iran (Adab et al., 2015). The minimum and maximum altitudes in the region were 100 and 2500 m above the mean sea level. Every year, tourists visit this region, and tourism is one of the residents' primary income sources (Ghorbanzadeh et al., 2019). Therefore, protecting and maintaining forest areas is also important economically apart from the environmental discussion.

![Figure 1](https://earth.google.com)

**Figure 1.** The location of the study area. The figure was drawing based on © Google Earth 2022 (https://earth.google.com).

3. Materials

3.1. Forest fire inventory data set for training and testing the models

The first step in producing an FSM is to prepare an inventory dataset of historical forest fire events in the study area. This study used recorded reports, satellite imagery, and field survey to map the fires. The MODIS fire data were used that are available for free from https://modis.gsfc.nasa.gov/data/. The MODIS fire inventory dataset used in the analysis ranges from 2012 to 2017. Field surveys and forest organization reports verified the fire inventory dataset. Accordingly, 352 fire points were identified in the study area. In this study area, 34 polygons
of fire have been identified according to previous research. However, in this study, fire points inside each polygon were randomly extracted according to the need for fire points. Also, it was set to consider a minimum distance of 50 meters between the two fire points. Of the 34 polygon fires, 352 fire points were extracted. For non-fire points, in areas where the fire did not occur, 352 non-fire points were randomly extracted to maintain the balance between the two classes of fire and non-fire. In non-fire zones, it was set not to have a distance of fewer than 50 meters to see a suitable distribution of points in the study area. This study used the k-fold method to test and validate the data. In this method, the datasets are divided into k-fold. At each stage of the CV process, the model is trained on k-1 folds and tested with a residual fold. This process is repeated k times, and finally, the average evaluation scores obtained from each iteration are calculated. In this study, the most common number of k=10 was followed according to the literature review (Kalantar et al., 2020; Tavakkoli Piraliou et al., 2022).

### 3.2. Forest fire conditional factors

In order to produce FSM, 17 important factors were extracted. Factors can be classified into five categories: anthropological, topographical, vegetation, meteorological and hydrological. Anthropological factors are distance to villages, distance to the recreation area, distance to road, distance to power transmission lines, distance to mines, and Land-use. The first six factors were obtained through the state wildlife organization of Amol County (SWOAC), and the Land-use factor was obtained from Landsat satellite images. The vegetation factor in this study is the NDVI factor obtained from Landsat 8 satellite images. The extracted topography factors are the altitude, slope, aspect, landforms, topographic wetness index (TWI), and plane curvature. All of these topographic factors have been extracted from Aster Dem. Two meteorological factors used in this study are annual temperature and the wind effect obtained from Amol County (SMOC) state organization for the study area. Hydrological factors include annual rainfall and distance to the river extracted from SMOC.

<table>
<thead>
<tr>
<th>No</th>
<th>Conditioning Factor</th>
<th>Type</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Altitude (m)</td>
<td>Continuous</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>2</td>
<td>Annual temperature (°C)</td>
<td>Continuous</td>
<td>SMOAC</td>
</tr>
<tr>
<td>3</td>
<td>Annual rainfall (mm)</td>
<td>Continuous</td>
<td>SMOAC</td>
</tr>
<tr>
<td>4</td>
<td>Topographic wetness index (TWI)</td>
<td>Continuous</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>5</td>
<td>Landform</td>
<td>Categorical</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>6</td>
<td>Land use</td>
<td>Categorical</td>
<td>LANDSAT 8</td>
</tr>
<tr>
<td>7</td>
<td>NDVI</td>
<td>Continuous</td>
<td>LANDSAT 8</td>
</tr>
<tr>
<td>8</td>
<td>Distance to villages (m)</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td>9</td>
<td>Distance to recreation area (m)</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td>10</td>
<td>Distance to river</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td>11</td>
<td>Distance to road</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td>12</td>
<td>Distance to mine</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------------------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>13</td>
<td>Distance to power transmission lines</td>
<td>Continuous</td>
<td>SWOAC</td>
</tr>
<tr>
<td>14</td>
<td>Slope</td>
<td>Continuous</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>15</td>
<td>Aspect</td>
<td>Categorical</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>16</td>
<td>Plan curvature (100/m)</td>
<td>Categorical</td>
<td>ASTER DEM</td>
</tr>
<tr>
<td>17</td>
<td>Wind effect</td>
<td>Continuous</td>
<td>SMOAC</td>
</tr>
</tbody>
</table>

### 4. Methods

The research process is divided into five steps, the second and third of which are devoted to our proposed approach for identifying the factors affecting forest fires:

- identifying the forest fire factors associated with the study area,
- developing the RFE method for choosing features according to four different models,
- voting for the best features and selecting the ultimate ones,
- using two ML models of the SVM and RF for FSM based on all factors. Then taking into account the superior factors, validate the resultant FSMs, and monitor the accuracy improvements.

The flowchart of the method used in the research is shown in Figure 2.
Feature selection is accomplished by recursive feature elimination (RFE), one of the most popular methods of selecting features developed by Guyon et al. (Guyon et al., 2002). As a result of its simplicity and effectiveness, RFE is a popular feature selection algorithm because it can identify the feature in a training dataset that is most relevant to the prediction of the variable. In this method, the properties are selected recursively and take into account the smaller sets of features at each stage (Kuhn and Johnson, 2013). The properties in RFE are ranked based on the order of their removal from the property space. Feature selection is supervised in this method and requires labeled data for the best performance. In RFE, features are gradually removed so that only useful features remain, using the output function to determine which features are relevant and which are not. By building a model
on the entire set of problem variables, this method calculates their importance for each variable and then reverses the process to select variables inversely (Guyon et al., 2002). In the next step, the variable is removed with the lowest importance, the model is re-constructed on other remaining variables, and the importance of each variable is recalculated. Until the targeted variable number is reached, the trend continues. There is a limitation on the number of features that can be kept in the RFE, but the number of valid features is usually not known in advance.

In this study, cross-validation is used to find the optimal number of features for scoring different feature subsets and choosing features with the highest score. When the full model is created, a measure of variable importance is computed that ranks the predictors from the most important to the least. Models based on linear models have coefficients, whereas models based on decision trees have feature importance. Therefore, the estimator is trained, and the features are chosen based on the coefficients or on the importance of the features. Next, the least important feature is removed, and a new ML model is built utilizing the remaining features. To determine the performance of this model using accuracy assessment metrics, the performance against the full model is compared. This procedure is continued over and over through all applied features in our training dataset. Using it, it could be possible to scan all the features in the dataset to determine which ones contributed to a significant drop in performance and should be kept and which ones should be removed. Here, the applied ML models in the RFE method are introduced and detailed.

4.2. Random Forest

The RF model was created by Ho (1994) and developed by Breiman (Breiman, 2001). The RF model consists of several decision trees. Instead of relying on a decision tree, RF takes the prediction from each tree and predicts the final output based on the majority of votes. It enhances the accuracy of the model and prevents the overfitting issue. The RF model is also used in regression problems in addition to classification problems. The RF hyperparameters must be adjusted before training to get a good result from the model. An evaluation of a variable's importance in RF models is based on the Gini index (Cao et al., 2017). In this study, the grid search method (Ngoc Thach et al., 2018) was used to determine the optimum value for model hyperparameters. The grid search method obtains the maximum number of trees and the number of variables. The maximum number of variables was set on the squared root of the total number of variables in both 8 and 17 variable models. A grid search method was used to obtain the maximum of 1000 trees in the 8-variable model and 200 trees in the 17-variable RF model.

4.3. Extra trees

The Extra trees is an Ensemble algorithm invented by Geurts et al. (Geurts et al., 2006). This algorithm combines the predictions of several decision trees to make the final prediction (Geurts et al., 2006). Each decision tree fits the entire training dataset in this algorithm, as opposed to the RF, which only fits a bootstrap sample of the dataset. According to the classic decision tree procedure, the algorithm makes a set of decision trees from top to bottom (Ampomah et al., 2020). The final prediction is based on a majority vote that runs between the predictions of all trees. The two main differences between this method and tree-based ensemble methods are that it splits nodes by selecting completely random cut-points, and as the second difference, it uses a whole sample of the training dataset instead of bootstrap samples (Geurts et al., 2006). In the RF model, the cut-off points are selected optimally in order to split nodes, but in this method, these points are selected completely randomly. This randomness of the cut-off points leads to a decrease in variance. Using all dataset training samples instead of bootstrap samples
reduces the bias of the problem (Ampomah et al., 2020). In this study, hyperparameters were set to 100 for the number of trees and to the rounded-up square root of the number of predictor factors for the maximum feature.

4.4. AdaBoost Model

The AdaBoost algorithm was proposed by Freund and Schapire in 1997 (Freund and Schapire, 1997). An ensemble algorithm creates a strong classifier from a set of weak classifiers (Devi et al., 2020). By combining the weak classifiers, AdaBoost can adjust the weak errors and form a stronger final classifier. As a result, the accuracy of the strong classifier is determined by the accuracy of the weak classifier. The process reduces bias and variance, thereby improving classification ability and efficiency (Wu et al., 2020). The accuracy of the final learner may be affected by outliers in AdaBoost (He et al., 2021). The iteration number was set to 100 in this study, and the learning rate was set to 1. We also weighed the weak classifier based on the classification effect of the sample set.

4.5. Gradient Boosting Decision Tree

The Gradient boosting decision tree (GBDT) was proposed by Fridman in 2001, which is an approximation method using the gradient descent method (Song et al., 2018). The GBDT is an ensemble machine-learning method combining multiple decision trees based on the boosting concept (He et al., 2021). It models the data with a decision tree (DT) as the basic classifier and Gradient boosting as the training strategy (Liang et al., 2021). Whereas random forests build an ensemble of deep independent trees, GBDT builds an ensemble of shallow trees in sequence, with each tree learning and improving on the previous one. The GBDT is capable of constructing a strong classification model by combining weak classifiers after multiple iterations. By iterating, the previous model's residuals are reduced, and the results are improved (He et al., 2021). Like the previously applied machine learning models in RFE, the maximum number of iterations was set to 100, and the learning rate is considered 0.1.

4.6. Voting

The next step is to vote on the superior features identified by each model and the features identified as superior by more than three models. Following that, two ML models of the SVM and RF have been used in the preparation of FSMs in this study. In this stage, these two models were trained on all factors once. Furthermore, the second time, only the superior factors obtained from the RFE method were used, and the resulting FSMs were validated to determine the extent of improvement.

4.7. Support Vector Machine

The SVM is one of the most widely used and successful ML techniques for classification and regression (Vapnik, 1998). The type of kernel function used in the SVM model plays an important role in its performance. In modeling the natural hazard susceptibility, using SVM with radial basis function kernel is common. This method is one of the most common approaches in the field of natural disasters that used in this study. The performance of the SVM model is influenced by the two hyperparameters. These two hyperparameters are kernel width ($\gamma$) and regularization ($C$). Kernel width defines how far it influences the calculation of a plausible line of separation. When hyper-parameter $\gamma$ is higher, nearby samples will have a high influence, and low $\gamma$ means far away samples...
also be considered to get the decision boundary. The C tells the SVM optimization how much error is bearable. When C is high, it will classify all samples correctly; also, there is a chance to overfit. In this study, the grid search method was used to determine the desired values for C and γ. For SVM model with 17 factors, C = 1 and γ = 0.1 and for SVM model with 8 factors, C = 1 and γ = 1.

5. Experimental results

In the following, the results of the implemented methods are given along with figures and diagrams, and the description and details of these results are discussed. All of the mentioned data were processed and used to create the FSM-related factors with ArcGIS 10.8. All methods were implemented by sklearn (Pedregosa et al., 2012), which is an open-source Python library, in the google colab environment.

5.1. Feature selection using the RFE method

In Figures 3, 4, 5, and 6, the Y-axis indicates the accuracy of the model, and the X-axis shows the number of features on which the model is prepared. It is known that the dashed line is drawn where the highest accuracy has been achieved, and the number of features achieved is determined. Figure 3 shows that the RF model's highest accuracy was obtained when eight features were included. Figure 4 specifies that the AdaBoost model's highest accuracy occurred with ten features. Moreover, in Figure 5, it is clear that the Gradient Boosting model obtained its highest accuracy with eight characteristics. Figure 6 shows that the Extra Trees model achieved its highest accuracy with eight features. Accordingly, Table 2 lists all factors selected or rejected in four models based on the Recursive Feature Elimination (RFE) methodology.

Figure 3. Recursive feature elimination with cross-validation (RFECV) for the RF model.
Figure 4. Recursive feature elimination with cross-validation (RFECV) for the AdaBoost model.

Figure 5. Recursive feature elimination with cross-validation (RFECV) for the GBDT model.
Figure 6. Recursive feature elimination with cross-validation (RFECV) for the extra trees model.

Table 2. Considering forest fire variables importance using recursive feature elimination (RFE).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Random Forest</th>
<th>AdaBoost</th>
<th>Gradient Boosting</th>
<th>Extra trees</th>
<th>Voting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Altitude</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Aspect</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>TWI</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Distance to river</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Distance to road</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Distance to recreation area</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Distance to power lines</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Distance to mine</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Rainfall</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Temperature</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Distance to villages</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Confirmed</td>
<td>Selected</td>
</tr>
<tr>
<td>Wind effect</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>NDVI</td>
<td>Rejected</td>
<td>Confirmed</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Landform</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
<tr>
<td>Land use</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
<td>Removed</td>
</tr>
</tbody>
</table>
5.2. Voting results of forest fire factors

In Figure 7, the results of voting between models are displayed as bar charts. Each factor votes for the number of models that identified that factor as an effective factor. Based on this diagram, six factors have six votes, i.e., all four models identified these six factors as effective. Figure 7 shows our final list of factors that have been identified by more than three models.

![Bar chart showing votes for each factor](image)

**Figure 7.** Votes of each factor.

5.3. Model Accuracy

In this study, several model validation methods were used: AUC, accuracy, recall, precision, F1, Kappa, and MCC. The ROC curve was plotted with the true positive, which represents a correctly predicted forest fire on the X-axis, and the false positive, which represents a falsely predicted forest fire on the Y-axis, as inputs. The area under the ROC curve represents AUC. Accuracy, recall, precision, F1, MCC, and Kappa criteria were calculated from Eq. (1-6) as follows (Chicco and Jurman, 2020; Pham et al., 2020):

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

\[
\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}} \tag{5}
\]
\[
\text{Kappa} = \frac{(TP + TN) - ((TP + FN)(TP + FP) + (FP + TN)(FN + TN))}{1 - ((TP + FN)(TP + FP) + (FP + TN)(FN + TN))}
\]

where true positive (TP) is the number of forest fire points categorized correctly as forest fire and true negative (TN) denotes the number of non-forest fire points correctly classified as non-forest fire points. Meanwhile, false positives (FP) and false negatives (FN) refer to the number of forest fire points that were incorrectly classified as forest fire or non-forest fire points. In the form of four tables, the evaluation results of each model are displayed according to the number of factors considered in each model. Tables 3 and 5 are related to RF and SVM models in which 17 primary factors are involved, Tables 4 and 6 are related to RF and SVM models with the final eight factors selected, and the factors referred to in Table 2 are involved.

**Table 3.** The accuracy assessment results for each fold and the CV values for RF with all factors.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th>Kappa</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8261</td>
<td>0.8987</td>
<td>0.7727</td>
<td>0.8500</td>
<td>0.8095</td>
<td>0.6502</td>
<td>0.6272</td>
</tr>
<tr>
<td>2</td>
<td>0.8913</td>
<td>0.9545</td>
<td>0.8636</td>
<td>0.9048</td>
<td>0.8837</td>
<td>0.7818</td>
<td>0.7825</td>
</tr>
<tr>
<td>3</td>
<td>0.8478</td>
<td>0.9195</td>
<td>0.9091</td>
<td>0.8000</td>
<td>0.8511</td>
<td>0.6968</td>
<td>0.7028</td>
</tr>
<tr>
<td>4</td>
<td>0.8261</td>
<td>0.9356</td>
<td>0.8182</td>
<td>0.8182</td>
<td>0.8182</td>
<td>0.6515</td>
<td>0.6515</td>
</tr>
<tr>
<td>5</td>
<td>0.8696</td>
<td>0.9318</td>
<td>0.8333</td>
<td>0.8696</td>
<td>0.7396</td>
<td>0.7424</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.9348</td>
<td>0.9924</td>
<td>1.0000</td>
<td>0.8800</td>
<td>0.9362</td>
<td>0.8701</td>
<td>0.8775</td>
</tr>
<tr>
<td>7</td>
<td>0.8889</td>
<td>0.9980</td>
<td>1.0000</td>
<td>0.8148</td>
<td>0.8980</td>
<td>0.7788</td>
<td>0.7985</td>
</tr>
<tr>
<td>8</td>
<td>0.8889</td>
<td>0.9239</td>
<td>0.9545</td>
<td>0.8400</td>
<td>0.8936</td>
<td>0.7783</td>
<td>0.7853</td>
</tr>
<tr>
<td>9</td>
<td>0.9333</td>
<td>0.9545</td>
<td>0.8636</td>
<td>1.0000</td>
<td>0.9268</td>
<td>0.8662</td>
<td>0.8741</td>
</tr>
<tr>
<td>10</td>
<td>0.9556</td>
<td>0.9625</td>
<td>0.9545</td>
<td>0.9545</td>
<td>0.9545</td>
<td>0.9111</td>
<td>0.9111</td>
</tr>
<tr>
<td>Mean</td>
<td>0.8862</td>
<td>0.9472</td>
<td>0.9045</td>
<td>0.8696</td>
<td>0.8841</td>
<td>0.7724</td>
<td>0.7778</td>
</tr>
<tr>
<td>Std</td>
<td>0.0429</td>
<td>0.0300</td>
<td>0.0717</td>
<td>0.0622</td>
<td>0.0458</td>
<td>0.0861</td>
<td>0.0872</td>
</tr>
</tbody>
</table>

**Table 4.** The accuracy assessment results for each fold and the CV values for RF with eight final factors.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th>Kappa</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9565</td>
<td>0.9714</td>
<td>0.9048</td>
<td>1.0000</td>
<td>0.9500</td>
<td>0.9117</td>
<td>0.9153</td>
</tr>
<tr>
<td>2</td>
<td>0.8913</td>
<td>0.9545</td>
<td>0.9091</td>
<td>0.8696</td>
<td>0.8889</td>
<td>0.7826</td>
<td>0.7833</td>
</tr>
<tr>
<td>3</td>
<td>0.7826</td>
<td>0.9233</td>
<td>0.9545</td>
<td>0.7000</td>
<td>0.8077</td>
<td>0.5709</td>
<td>0.6078</td>
</tr>
<tr>
<td>4</td>
<td>0.9130</td>
<td>0.9886</td>
<td>0.9545</td>
<td>0.8750</td>
<td>0.9130</td>
<td>0.8264</td>
<td>0.8295</td>
</tr>
<tr>
<td>5</td>
<td>0.9783</td>
<td>0.9943</td>
<td>1.0000</td>
<td>0.9956</td>
<td>0.9778</td>
<td>0.9565</td>
<td>0.9574</td>
</tr>
<tr>
<td>6</td>
<td>0.8696</td>
<td>0.9413</td>
<td>0.9991</td>
<td>0.8333</td>
<td>0.8696</td>
<td>0.7396</td>
<td>0.7424</td>
</tr>
<tr>
<td>7</td>
<td>0.8444</td>
<td>0.9028</td>
<td>0.8905</td>
<td>0.8500</td>
<td>0.8293</td>
<td>0.6866</td>
<td>0.6873</td>
</tr>
<tr>
<td>8</td>
<td>0.9333</td>
<td>0.9782</td>
<td>0.9048</td>
<td>0.9500</td>
<td>0.9268</td>
<td>0.8657</td>
<td>0.8665</td>
</tr>
<tr>
<td>9</td>
<td>0.8889</td>
<td>0.9425</td>
<td>0.8995</td>
<td>0.9444</td>
<td>0.8718</td>
<td>0.7748</td>
<td>0.7819</td>
</tr>
<tr>
<td>10</td>
<td>0.9111</td>
<td>0.9821</td>
<td>0.9524</td>
<td>0.8696</td>
<td>0.9091</td>
<td>0.8225</td>
<td>0.8257</td>
</tr>
<tr>
<td>Mean</td>
<td>0.8969</td>
<td>0.9579</td>
<td>0.9108</td>
<td>0.8848</td>
<td>0.8944</td>
<td>0.7937</td>
<td>0.7997</td>
</tr>
<tr>
<td>Std</td>
<td>0.0535</td>
<td>0.0287</td>
<td>0.0584</td>
<td>0.0805</td>
<td>0.0496</td>
<td>0.1058</td>
<td>0.0988</td>
</tr>
</tbody>
</table>

**Table 5.** The accuracy assessment results for each fold and the CV values for SVM with all factors.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th>Kappa</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7609</td>
<td>0.7879</td>
<td>0.7273</td>
<td>0.7619</td>
<td>0.7442</td>
<td>0.5199</td>
<td>0.5204</td>
</tr>
<tr>
<td>2</td>
<td>0.8478</td>
<td>0.8523</td>
<td>0.8182</td>
<td>0.8571</td>
<td>0.8372</td>
<td>0.6945</td>
<td>0.6952</td>
</tr>
<tr>
<td>3</td>
<td>0.7826</td>
<td>0.8030</td>
<td>0.8636</td>
<td>0.7308</td>
<td>0.7917</td>
<td>0.5677</td>
<td>0.5764</td>
</tr>
<tr>
<td>4</td>
<td>0.7826</td>
<td>0.8769</td>
<td>0.8636</td>
<td>0.7308</td>
<td>0.7917</td>
<td>0.5677</td>
<td>0.5764</td>
</tr>
<tr>
<td>5</td>
<td>0.7609</td>
<td>0.8598</td>
<td>0.7273</td>
<td>0.7619</td>
<td>0.7442</td>
<td>0.5199</td>
<td>0.5204</td>
</tr>
<tr>
<td>6</td>
<td>0.8043</td>
<td>0.9375</td>
<td>0.9091</td>
<td>0.7407</td>
<td>0.8163</td>
<td>0.6116</td>
<td>0.6264</td>
</tr>
<tr>
<td>7</td>
<td>0.7778</td>
<td>0.8933</td>
<td>1.0000</td>
<td>0.6875</td>
<td>0.8148</td>
<td>0.5597</td>
<td>0.6234</td>
</tr>
</tbody>
</table>
Table 6. The accuracy assessment results for each fold and the CV values for SVM with eight final factors.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th>Kappa</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8478</td>
<td>0.9238</td>
<td>0.9048</td>
<td>0.7917</td>
<td>0.8444</td>
<td>0.6968</td>
<td>0.7028</td>
</tr>
<tr>
<td>2</td>
<td>0.9565</td>
<td>0.9527</td>
<td>0.9545</td>
<td>0.9545</td>
<td>0.9129</td>
<td>0.9129</td>
<td>0.9129</td>
</tr>
<tr>
<td>3</td>
<td>0.8043</td>
<td>0.9091</td>
<td>0.9545</td>
<td>0.7241</td>
<td>0.8235</td>
<td>0.6131</td>
<td>0.6429</td>
</tr>
<tr>
<td>4</td>
<td>0.8913</td>
<td>0.9413</td>
<td>0.8636</td>
<td>0.9048</td>
<td>0.8837</td>
<td>0.7818</td>
<td>0.7825</td>
</tr>
<tr>
<td>5</td>
<td>0.9783</td>
<td>0.9943</td>
<td>1.0000</td>
<td>0.9565</td>
<td>0.9778</td>
<td>0.9565</td>
<td>0.9574</td>
</tr>
<tr>
<td>6</td>
<td>0.8261</td>
<td>0.9242</td>
<td>0.8182</td>
<td>0.8182</td>
<td>0.8182</td>
<td>0.6515</td>
<td>0.6515</td>
</tr>
<tr>
<td>7</td>
<td>0.8667</td>
<td>0.9107</td>
<td>0.8095</td>
<td>0.8947</td>
<td>0.8500</td>
<td>0.7305</td>
<td>0.7335</td>
</tr>
<tr>
<td>8</td>
<td>0.8667</td>
<td>0.9147</td>
<td>0.8571</td>
<td>0.8571</td>
<td>0.8571</td>
<td>0.7321</td>
<td>0.7321</td>
</tr>
<tr>
<td>9</td>
<td>0.8889</td>
<td>0.9405</td>
<td>0.8095</td>
<td>0.9444</td>
<td>0.8718</td>
<td>0.7748</td>
<td>0.7819</td>
</tr>
<tr>
<td>10</td>
<td>0.9333</td>
<td>0.9940</td>
<td>0.9524</td>
<td>0.9091</td>
<td>0.9302</td>
<td>0.8665</td>
<td>0.8673</td>
</tr>
</tbody>
</table>

| Mean | 0.8860   | 0.9405| 0.8924 | 0.8755    | 0.8811| 0.7717 | 0.7765|
| Std  | 0.0531   | 0.0300| 0.0666 | 0.0731    | 0.0524| 0.1057 | 0.1012|

5.4. Model Comparison

In Figure 8, the evaluation criteria for the SVM model with all factors and SVM with eight factors are displayed simultaneously to create a visual comparison. According to Figures 8 and 9, 8 selected factors from the voting process have improved all evaluation criteria in both models. The SVM model has a higher rate of improvement than the RF model. Also, according to the results of the RF model, it has shown better performance than the SVM model and has been able to achieve nearly 80% and above in all evaluation criteria. In most studies, the AUC criteria for evaluating models are reported; both models have been improved in this study. In the AUC criteria, in the SVM-8 factors model, 8.61% compared to the SVM-All factors model and 1.13% improvement in the RF-8 factors model compared to the RF-All factors model. However, since this criterion generally does not represent the performance of the models, in addition to AUC, six other evaluation criteria have been reported for the models. The SVM model’s lowest improvement in evaluation criteria is related to the Recall criterion, which has improved by 4.98%, and the highest improvement rate is related to Kappa with 29.13%. In the RF model, the highest rate of improvement in the MCC criterion and the lowest improvement rate for the Recall criterion were 2.81% and 0.69%, respectively.
Figure 8. The resulting accuracy metrics for SVM.

In Figure 9, the evaluation criteria for the RF model with all eight factors are displayed simultaneously to create a visual comparison. In Figure 10, all models are displayed simultaneously in the same form for all eight factors that indicate the superiority of the RF model over the SVM model.

Figure 9. The resulting accuracy metrics for RF.
Figure 10. The resulting accuracy metrics for RF and SVM.

5.5. Forest fire susceptibility map (FSM)

The fire susceptibility map was prepared in 5 classes (Figures 11, 12, 13, and 14). In Table 7, the area of each class is specified.
Figure 11. Forest fire susceptibility map for the RF model with all factors.

Figure 12. Forest fire susceptibility map for the SVM model with all factors.
Figure 13. Forest fire susceptibility map for the RF model with eight factors.

Figure 14. Forest fire susceptibility map for the SVM model with eight factors.
### Table 7. Area of each class in percentage.

<table>
<thead>
<tr>
<th>Class</th>
<th>RF-all factors</th>
<th>SVM-all factors</th>
<th>RF-8 factors</th>
<th>SVM-8 factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>46.41</td>
<td>51.13</td>
<td>43.06</td>
<td>53.41</td>
</tr>
<tr>
<td>Low</td>
<td>20.55</td>
<td>16.98</td>
<td>22.78</td>
<td>16.99</td>
</tr>
<tr>
<td>Moderate</td>
<td>13.18</td>
<td>10.28</td>
<td>14.31</td>
<td>11.22</td>
</tr>
<tr>
<td>High</td>
<td>9.40</td>
<td>9.16</td>
<td>10.88</td>
<td>8.26</td>
</tr>
<tr>
<td>Very High</td>
<td>10.46</td>
<td>12.45</td>
<td>8.97</td>
<td>10.12</td>
</tr>
</tbody>
</table>

### 6. Discussion

It is imperative to map forest fire susceptibility and risk to address the threats they pose to people and the ecosystem. Forest fire dynamics in fire-prone areas can be better understood by identifying potential fire zones. A critical component of forest fire emergency management and mitigation planning is aimed at minimizing adverse effects. However, due to the importance of each conditioning factor in a specific case study area, developing the best FSM methodology presents a challenge. It becomes even more difficult when we have many factors that we are not fully aware of their exact impact on forest fire susceptibility in different regions. In literature studies, the SVM and RF models were found to be appropriate for modeling FSMs. Nevertheless, the accuracy of resulting FSMs will be directly related to the performance of a machine learning model that will, in turn, be affected by the training data set and fire inventory map. It is imperative that every conditional factor must be evaluated so that the training process would be effective. Many conditional factors in forest fire modeling are typically derived from various sources and have been used blindly in many machine learning-based studies. According to previous studies conducted in this specific study area, 17 forest fire conditional factors have been selected for this study. However, in this study, the RFE method was used to select more effective ones. Consequently, the SVM and RF models were first trained with all factors, then with the selected ones.

Seven evaluation criteria were used to validate the effectiveness of the application of this method. Tables 5 and 6 show that the SVM model improved by eight factors in all seven evaluation criteria compared to the SVM model by all factors. Figure 8 displays this trend. The improvement rate in the accuracy metric is 10.97%. The AUC metric increased by 8.61%, and other metrics such as recall, precision, F1, Kappa, and MCC improved by 4.98%, 14.17%, 9.87%, 29.13%, and 27.29%, respectively. Our results indicate that the final eight factors have been correctly selected for this model. Also, comparing Tables 3 and 4, the RF model with eight factors involved has improved in all seven evaluation criteria compared to the RF model in which all factors are involved. Accuracy parameter improved by 1.20%, AUC by 1.12%, Recall by 0.69%, Precision by 1.74%, F1 by 1.16%, Kappa by 2.75% and MCC by 2.81%. Figure 9 shows this improvement process. Using this model, the final eight factors have been selected appropriately since they improved all seven factors. Since both SVM and RF models have improved evaluation parameters due to these eight factors, it can be concluded that this feature selection method selects important features of the problem. A feature selection method may be able to improve only one specific model and be unique to that model. But here, from the obtained results, it can be seen that this feature selection method has improved both models, indicating that the problem’s important features have been selected by this feature selection method. These features will reduce the accuracy of another model and cannot be generalized to...
other models if they are added to a second model. However, in this study, the results reveal that the selected factors improve the accuracy of both models, and this feature selection method has worked well in both models. In addition, it is necessary to mention that by comparing Tables 3, 4, 5, and 6 for the RF model in all criteria of evaluation of the model, higher values were found for the RF model in comparison with the SVM model in both cases.

In this regard, the first state of all factors and the second state of eight factors indicate the superiority of the RF model over the SVM model. All these results were achieved on the original dataset and with the 10-fold-cross-validation method. In Table 2, one of the outcomes of this study is identifying the distance from power transmission lines as one of eight factors affecting fire occurrence that is less discussed in other studies. Several studies have identified seven other factors as effective factors in forest fires. (Bjänes et al., 2021; Eskandari et al., 2021; Mohajane et al., 2021; Naderpour et al., 2021; Tavakkoli Piraliilou et al., 2022; Valdez et al., 2017). Also, Ghorbanzadeh et al. (Ghorbanzadeh et al., 2019), with 17 factors, achieved the AUCs of 0.79 and 0.88 for the SVM and RF models, respectively. In the current study, the achieved AUCs with eight factors were equal to 0.94 and 0.95 for the SVM and RF models, respectively. This difference in results cannot be categorically stated by choosing this feature selection method because there are differences in the process of the two studies, including the number of folds and also differences in input layers. Furthermore, since the effects of these factors are not completely clear, they cannot be categorically stated what a significant limitation of the problem is.

In general, the identification of high-risk areas is more important than low-risk areas. Therefore, according to Table 7, it can be seen that for the RF model with all factors, the total area of high-risk and very high-risk areas is 19.86%, and for the RF model with eight factors, this number is equal to 19.85%. Also, the SVM model with all factors has identified 21.61% of the region's area as high-risk and very high-risk areas, whereas it was 18.38 for the SVM model with eight factors. In this study, the model that considers all factors was compared to that that only considers a selected number of factors, and the results were very similar for both models. This shows that the selected factors are correctly identified.

7. Conclusions

Our first objective with the present study was to evaluate the selection of the superior forest fire conditional factors for dealing with uncertainties within FSMs using two common ML models, including SVM and RF. Identifying fire-prone areas and preparing a susceptible map for these areas is very important in preventing fires. The prevention and spread of forest fires can be significantly reduced by local and national hazard mitigation management. It is important, however, to identify the practical factors involved in forest fires before identifying areas susceptible to fires. Therefore, this study tried identifying important factors in forest fire occurrence and preparing a fire-prone map for the study area. The influential fire factors were identified by the RFE method based on four models. Then, the most effective factors were selected by voting between factors. The results showed that the accuracy of the two models, SVM and RF, improved. Our applied approach can also be easily adapted to other regions, but factors are needed in each region.
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