Reply to Reviewer #3

General comments

The manuscript describes a field study of a slope, enriched by simulation results from a 1D soil column model. There is relevance in the author’s work and presented data, however, unfortunately, I struggle to find the novelty and contribution to current research in this work. All in all, it seems more like an analysis of the behaviour of a simple 1D-model (without considering the model’s parameters), and it does not become clear what added value this research offers. I would not count monitoring antecedent conditions as new insight (conclusions, line 655)?

It is clear from the comments of the Reviewer (as well as from those of the other Reviewers), that the way we wrote the Introduction, especially the description of the goal of the study, resulted unclear to the reader. The main aim of the study is to understand how the seasonal slope conditions, related to climate forcing, may affect the capability of the soil of retaining rainwater infiltration for a time long enough to potentially determine critical conditions as a consequence of rainfall events (e.g., the triggering of landslides).

To this aim, to enrich the available field dataset, in which very few times the soil mantle approached critical conditions (as it often occurs in studies dealing with geohazard assessment, as the hazardous conditions are rare per definition), we generated a synthetic dataset with already existing models, calibrated and validated in previous studies based on experimental data collected in the field (Greco et al., 2013; Comegna et al., 2016; Greco et al., 2018), but here the model is just a tool to generate the dataset. Once generated, the dataset represents “the reality”, and we analyzed it mimicking what could be done if, rather than synthetically generated data, one was handling real field monitoring data. In fact, we were mostly looking for a way to identify the major cause-effect relationships between (measurable) inputs and outputs before (possibly, but not necessarily) building a model for the interpretation of such relationships, rather than evaluating the sensitivity of an (already available) model output to variations in the input (although the Random Forest analysis also allows quantifying the information content of each considered input variable, but without introducing any mathematical model structure, as it is based on the application of logical rules (IF-THEN-ELSE) to classify the input variables).

This is the reason why we did not test the effects of uncertainty/variability of model parameters: it was simply out of the scope of our study. The obtained results show, for the assessment of the hazard of rainfall-induced landslides and debris flows, the potential value of supplementing the monitoring of rainfall (which is the only monitored variable in nearly all the real world applications) with the monitoring of soil moisture before the rainfall (this is something that is recently being recognized by many researchers, but rarely adopted in operational hazard assessment systems), and the monitoring of the water level in the shallow aquifer developing in the uppermost part of the underlying bedrock. This is quite a novel result, to our knowledge never proposed to predict the response to precipitation of a shallow unsaturated soil mantle. Groundwater level is usually considered an informative variable only for deep-seated landslides, as in that case the (deep) slip surface of the landslide can be below the groundwater table. In the studied geomorphological context, monitoring these antecedent conditions is indeed a novelty.

In the revised manuscript, besides rewriting the Introduction, we will more clearly underline this novel aspect in the discussion of the results, as well as in the Conclusions.

The 1D model comes necessarily with many simplifications (which of course also has its advantages). But the shortcomings are not addressed (and the advantages - fast runtime etc. - not really exploited). E.g. heterogeneity of hydraulic conductivities on a slope, differences in lower aquifer pressure based on position (top, bottom, local gradient) in the slope, parameter uncertainty in general, differences in layer thicknesses across the slope, etc.
We thank the Reviewer for raising this issue. Obviously, heterogeneities of the soil mantle (either morphological, e.g., slope inclination, soil mantle thickness, or physical, e.g., soil layers with different hydraulic properties) may induce 3D effects in the flow processes. However, 3D effects are expected to be not particularly significant in the soil mantle of the studied slopes, for several reasons. First, owing to the geometry of the slopes (i.e., hundreds of meters long with a soil mantle of few meters), the water potential gradients are such that significant deviations of the flow from the vertical direction (or, more precisely, from the direction orthogonal to ground surface) can occur only when the soil approaches saturation, so that capillarity gradients become small and gravitational gradient prevails (along a steeply inclined slope, in this condition the component of the gradient parallel to the slope becomes significant). In addition, the attainment of soil saturation is very unlikely, owing to the very high porosity (as high as 75%). Furthermore, the high inclination angles, in most slopes larger than 35°, imply that slope failure (landslide) would occur before soil attains saturation. Finally, the very high hydraulic conductivity (as high as 30 mm/h), together with the usually unsaturated soil conditions (soil capillary potential rarely overcomes -0.5 m: Cascini et al., 2014; Comegna et al., 2016; Napolitano et al., 2016), makes overland runoff very small, even during the most intense rainfall events (Greco et al., 2018; Marino et al., 2020). In short, lateral redistribution of infiltration flow can be considered quite small in the soil mantle of the studied slopes. In the revised manuscript, we will add more information about the characteristics of the studied slopes and soil (Section 2.1), and we will give some justification of the use of the simplified 1D model in Section 2.2.2.

About the variability of the groundwater table depth, this is also obviously true (and indeed, observations made in two piezometers, recently installed at two different altitudes along the slope, confirm that the groundwater table depth may be quite different). However, the use that we make of the groundwater level information is to discriminate “low” levels (clusters 1 and 3 of Figures 8, 9 and 10) from “high” levels (cluster 2 of Figures 8, 9 and 10) or “very high” levels (cluster 4 of Fig. 10). Depending on the availability of monitoring instruments, this could be made with a single piezometer, as well as with several piezometers (but, although with different levels, if the groundwater level in a piezometer is high, it will be likely high also in the others, unless they are so far from each other that they are monitoring disconnected groundwater systems). This aspect will be better clarified in the discussion of the results of the revised manuscript.

Given such a relatively simple model, it should be possible to run uncertainty analysis or sensitivity analysis – and that possibility should be exploited.

Then, it is unclear why a Random Forest algorithm is used to emulate the physically-based model outputs – why not simply use an ensemble of the physically-based model, and do some uncertainty and sensitivity analysis on that? Also, some basic considerations when using RF have been ignored (hyperparameter search, sound cross validation strategy, discussion of size of dataset etc).

Therefore, I recommend to address the analysis of the physically-based model more extensively before venturing into a ML analysis of its results.

This comments again clearly indicate that, in the Introduction, we failed to describe the aims of the study. In the revised manuscript, we will add paragraphs in the Introduction and in the Materials and Methods sections, to better explain the choice of Machine Learning (and specifically Random Forest) instead of a sensitivity analysis. In fact, we believe that adding a sensitivity analysis, which is out of the scope of our study, would be misleading, for the following reasons:

First, we analyzed the dataset mimicking what could be done if, rather than synthetically generated data, one was handling real field monitoring data. In fact, we were mostly looking for a way to identify the major cause-effect relationships between (measurable) inputs and outputs before (possibly, but not necessarily) building a model for the interpretation of such relationships, rather than evaluating the sensitivity of an (already available) model output to variations in the input (although the Random Forest analysis also allows quantifying the information content of each considered input variable).
Second, the sensitivity analysis is usually carried out to evaluate the effects of input (and parameter) uncertainty on model predictions. In this study, the model chain (already calibrated and validated previously: Greco et al., 2013; Comegna et al., 2016; Greco et al., 2018) is used as a tool to generate a (richer) synthetic dataset (this is a common problem in landslide studies, as field monitoring data records, even when they are relatively long, usually contain very few data representative of potentially critical situations). The model is assumed to represent “the reality”, and adding a sensitivity analysis may result misleading, as it would move the focus to the performance of the model (which, in general, could also not exist).

Third, the adopted Random Forest analysis, which allows highlighting the most informative combination of measurable variables to predict the output, is somehow a sensitivity analysis as well, as it gives some indications about the relative importance of the input variables on the possibility of predicting the output, without introducing any mathematical model structure, but simply relying on the application of logical operators (IF-THEN-ELSE) between the variables.

Specific comments

Section 1. Introduction

Line 94 ff: Remember that you are describing location-specific aspects – “fractured limestone”, depth of soil above bedrock – i.e. this is not generally applicable.

Thank you for catching this. Indeed, this paragraph refers specifically to the presented case study (i.e., slopes with a shallow pyroclastic soil mantle covering a fractured limestone bedrock). Therefore, it should be moved to the final part of the Introduction, where the characteristics of the case study are briefly anticipated.

Line 105ff: This paragraph with your objectives could be formulated more clearly. E.g. the first sentence – please reformulate and state more clearly what your objectives are.

Apart from some sentences, which should be rewritten to improve the language and style, this paragraph must be totally rewritten, as it misled the Reviewers (and it would mislead all the readers of the paper). In fact, as already pointed out in the replies to previous comments from this Reviewer, the focus of the study is not on the physically based model (which is instead, by our mistake, mentioned firstly in the paragraph of the objectives of the study), but on the interpretation of field monitoring data. Coupled with the NRSP stochastic model of rainfall, the model was just a tool to generate a rich synthetic dataset, which was then analyzed as if it were obtained by field measurements. This approach was chosen because field data series always contain few data representative of potentially critical conditions (in other words, landslides and debris flows, as well as other rainfall-induced geohazards are rare phenomena), so to have enough data to carry out statistically significant analyses. The final part of the Introduction will be completely reformulated to state the goal of the study more clearly.

Section 2. Material and methods

Line 140, line 146: Make clear that you describe/summarize the methods applied in *your* study (e.g. by adding “see section 2.2”)

In the revised manuscript we will make more clear that this initial part of section 2 anticipates what is then described in the following subsections.
Figure 1: I suggest visualizing a DEM as background in one of the images – maybe the smaller inset? However, it remains unclear whether the inset is necessary at all, or one map would do just fine. Indicate the location of the monitoring station. Moreover, the outline of the inset seems incorrect, as well as the red star indicating the main scarp does not match the location indicated in the inset.

We will use a DEM instead of a photo in the smaller inset, so to give the reader information about the morphology of the studied slope. We will also be more precise in selecting the zoomed rectangle, as well as we will move the red star in the correct position (thank you for catching this mistake), which should be the main scarp of the landslide.

Figure 2: This is based on data from Damiano et al. 2012?

Indeed Figure 2 is adapted from Damiano et al. (2012), and this should have been mentioned in the caption. However, as the layered nature of the soil cover is an information that is never exploited in this study, we are considering summarizing its description in the revised manuscript, likely eliminating the figure.

Line 196: By “pyroclastic ashes” you here refer to the entire soil profile? Or only to the layer “Volcanic ashes” in Fig. 2? The terminology used around here should be made more clear.

We agree that we should be consistent, using the word “pyroclastic” throughout the entire manuscript.

Figure 3: Please improve this figure. E.g. north up, show its outline in Figure 1.

In the revised manuscript, we will change the photo, using one with the standard orientation (North upward).

Section 2.1.1 partly lacks details – what has been measured exactly? How long? What temporal resolution? (part of it comes later in section 3.2, and should be noted here)

Thank you for the suggestion. In the revised manuscript we will add more information about the monitoring campaign, and we will also move to Section 2.1.1 the information given between lines 487 and 492 (Section 3.2), leaving there only a small mention.

Section 2.2.1: Reference for the NSRP model is lacking. Also, some kind of comparison (various statistics?) of the synthetic time series with the observed time series would be appreciated.

Thank you for raising these issues. In the submitted manuscript, we decided to describe very briefly the stochastic NRSP model used for synthetic rainfall generation, giving some references to let the interested readers get more information. We understand that we gave too little information, given that the synthetic rainfall series plays an important role in our methodology. In the following, we give detailed information to this Reviewer, so that he can judge about how the generated synthetic rainfall resembles the real experimental record. In the revised manuscript, we will try to find a trade off between the sake of brevity (the synthetic rainfall generation is here only a tool, but it is not the core of the study) and the need for more information. Possibly we will put some of the information in an appendix.
The NRSP stochastic model of rainfall (Neyman and Scott, 1958; Rodriguez-Iturbe et al., 1987a, b; Cowpertwait et al., 1996) describes the process of point rainfall as a superposition of randomly arriving rain clusters, each containing several rain cells with constant intensity. The hyetograph within a cluster is obtained by the superposition of the intensity of the various cells belonging to the cluster. It has been calibrated based on 17 years experimental data (2000-2016) of rainfall depth at 10 min resolution, recorded by the rain gauge managed by Civil Protection in Cervinara. The calibration has been carried out by minimizing, for rainfall aggregated at various durations, the difference between the following quantities, estimated by the model and calculate from the experimental data: mean, variance, lag 1 autocorrelation, probability of dry interval, probability of transition from dry-to-dry interval, probability of transition from wet-to-wet interval. The calibration procedure is based on the one proposed by Cowpertwait et al. (1996), and it is described in detail in Peres and Cancelliere (2014). To account for the seasonality of rainfall, these quantities have been calculated month by month in the experimental record (Fig. R1), suggesting that the calibration of the NRSP model should be carried out separately for seven homogeneous periods (September, October, November, December-March, April, May-June, July-August).

Figure R1. Monthly plot of hourly rainfall characteristics calculated based on the experimental data of the rain gauge of Cervinara.

Table R1 gives the obtained parameters of the NRSP stochastic model, where \( \lambda [\text{h}^{-1}] \) represents the parameter of a Poisson process describing the arrival of clusters; \( \nu [-] \) is the mean number of cells in a cluster, also described by a Poisson process; \( \beta [\text{h}^{-1}] \) is the parameter of an exponential probability distribution describing the arrival times of each cell in a cluster, expressed as the number of time intervals of 10 minutes starting from the beginning of a cluster; \( \eta [\text{h}^{-1}] \) is the parameter of an exponential probability distribution describing the duration of rain cells; \( \xi [\text{h}^{\text{a}} \text{mm}^{-\text{b}}] \) is the parameter of a Weibull probability distribution describing the rain intensity of cells, with cumulative probability function \( F(x; \xi, b) = 1 - \exp\left(-\xi x^b\right) \), in which \( x \) is cell rain intensity and the parameter \( b = 0.8 \) has been set a priori (Cowpertwait et al., 1996).
Table R1. Parameters of the NSRP model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sept</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec-Mar</th>
<th>Apr</th>
<th>May-Jun</th>
<th>Lug.Aug</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$ [h$^{-1}$]</td>
<td>0.015</td>
<td>0.00524</td>
<td>0.00257</td>
<td>0.0238</td>
<td>0.00809</td>
<td>0.00386</td>
<td>0.00900</td>
</tr>
<tr>
<td>$\nu$ [-]</td>
<td>2.68</td>
<td>36.4</td>
<td>57.1</td>
<td>2.60</td>
<td>38.7</td>
<td>21.6</td>
<td>1.40</td>
</tr>
<tr>
<td>$\beta$ [h$^{-1}$]</td>
<td>0.265</td>
<td>0.156</td>
<td>0.0167</td>
<td>0.813</td>
<td>0.123</td>
<td>0.116</td>
<td>24.5</td>
</tr>
<tr>
<td>$\eta$ [h$^{-1}$]</td>
<td>1.41</td>
<td>57.3</td>
<td>1.43</td>
<td>0.280</td>
<td>15.5</td>
<td>8.59</td>
<td>1.23</td>
</tr>
<tr>
<td>$\zeta$ [h$^3$ mm$^{-b}$]</td>
<td>0.330</td>
<td>0.047</td>
<td>0.450</td>
<td>0.967</td>
<td>0.186</td>
<td>0.158</td>
<td>0.268</td>
</tr>
</tbody>
</table>

The adherence of the rainfall generated with the stochastic model to the experimental rainfall data has been tested by evaluating rainfall characteristics different from those used for the calibration. For instance, Figure R2 shows the comparison of the rainfall depth cumulated over one year for the experimental data and the synthetic data generated with the calibrated NRSP model.

![Figure R2. Comparison of observed (black) and simulated (red) cumulated rainfall plots in a year.](image)

In figure R3, the boxplot of the maximum hourly rainfall in one year, observed in the experimental dataset of 17 years, is compared with the same boxplot referred to 20 series of 17 years randomly extracted from the generated 1000 years synthetic rainfall series. Several synthetic 17 years intervals show a distribution of the maximum hourly rainfall close to the observed one.
Figure R3. Comparison of observed and simulated distributions (boxplots) of the maximum hourly precipitation in a year, for series of the same length. Each panel shows the distribution for the 17 observed years (boxplot is always the same), and 17 randomly picked simulated years.

Regarding the comparison between synthetic and observed wet and dry intervals, figure R4 shows the scatterplot of duration and total rain depth of the events, sorted with a separation “dry” interval of 24 hours with less than 2 mm rainfall from the experimental dataset (blue dots) and the synthetic dataset (grey dots). The plots show how the synthetic data contain the observed ones, and that the shape of the dot clouds looks quite similar.

Figure R4. Scatterplot of rainfall event duration vs. total rainfall event depth. The events have been sorted within the rainfall datasets by considering a separation “dry” interval of 24 hours with less than 2 mm rainfall. Blue dots represent events extracted from the 17 years experimental rainfall dataset; grey dots represent events extracted from the 1000 years synthetic rainfall dataset.
Figure R5 shows the frequency distributions of the durations of dry intervals belonging to the 17 years rainfall dataset, and the same distribution for the dry intervals extracted from the 1000 years synthetic dataset: the two distributions look nearly identical.

Figure R5. Frequency distributions of dry interval durations for events extracted from the 17 years experimental rainfall dataset (a) and events extracted from the 1000 years synthetic rainfall dataset (b). The events have been sorted within the rainfall datasets by considering a separation “dry” interval of 24 hours with less than 2 mm rainfall.

Line 284ff: For your definition of separate rainfall events – can you argue for the threshold of 24h with less than 2mm rainfall to separate events? This seems very little – does the slope really drain in such a short time? I.e. have effects of preceding events really disappeared after such a short time? I do not follow your argument that the volumetric water content at 10cm depth is sufficient to conclude that. Also, you show model results in Figure 4, right? That is not directly apparent to the reader.

The separation of events within the continuous rainfall record aims at linking the occurrence (or non-occurrence) of critical conditions to a rainfall event, so that they can be considered as a direct consequence of that rainfall event. This is commonly made when empirical predictive tools (e.g., rainfall thresholds: Segoni et al., 2018a, b; Guzzetti et al., 2020; Piciullo et al., 2020) are implemented as part of early warning systems, e.g., against rainfall-induced landslides or debris flows, and the definition of the separation criterion is usually made empirically, looking at the performance of the predictor with different choices of the separation criterion.

From a physical viewpoint, especially when one is interested in the separation between the role of antecedent conditions, i.e., related to previous precipitation (and drainage/evapotranspiration) history, from the direct effects of the last precipitation event, it is quite complex to define a suitable separation criterion, specifically if dealing with slow processes activated by precipitations, such as the infiltration through the unsaturated soil layer. In fact, to completely separate what depends on “previous” precipitation from what is linked to the last rainfall event, one should wait for the infiltration process initiated by previous precipitations to be finished, and, in a soil layer of few meters thickness, it may take several days. Extending so much the dry time interval between two separate events, especially during rainy seasons, would imply the aggregation of several events in a single one, thus leading to long rainy periods, rather than events, thus preventing the desired separation of antecedent conditions from direct effects of events. So, as we have defined the “response” of the soil layer as its attitude to retain infiltrated rainwater after the end of a rain event, looking at the moisture of the topsoil layer seemed a good trade-off: topsoil moisture controls the infiltration at the ground surface, hence when
gravitational drainage from the topsoil is already over (the field capacity has been reached), the infiltration of a new rainfall input through the ground surface would not depend (or it would only little depend) on the remnants of the infiltration process caused by previous precipitation. In this respect, we tested a separation dry interval of 24 hours, commonly used when the available rainfall data are at daily resolution (Berti et al., 2012; Leonarduzzi et al., 2017; Peres et al., 2018), and anyway in line with the empirical choices that are commonly made in the early warning community (Segoni et al., 2018a).

We will clarify that Figure 4 shows synthetic data.

Section 2.2.2: I miss a discussion of the limitations of the 1D model. Assuming that some lateral in the soil layer (and deeper aquifer) exists, this results in different groundwater level across different parts of the slope / for different gradients. Etc... You set up a single model (with a single parameter set) – ignoring the heterogeneity of soil thickness, hydraulic conductivities, etc. one would find along the slope? Given such a simple 1D model, I would at least recommend to perform some kind of sensitivity analysis / parameter uncertainty estimation / ensemble model run.

Please, see our answer to a previous similar comment about the limitations of 1D model. Again, it clearly arises that the Reviewer was misled by our unclear description of the goal of the study, which is not about evaluating the performance of a model, but about how to extract information about cause-effect relationship from a dataset of hydrological variables describing the response to precipitation of the pyroclastic soil mantle of the studied slope. We analyzed the data as if they came from field monitoring, although, to get a richer dataset, we generated a synthetic dataset. The model, already developed, calibrated, and validated in previous studies (Greco et al., 2018), was here used just as a tool to generate the synthetic dataset, by coupling it with the NRSP stochastic model of rainfall. Hence, a sensitivity analysis of the model output to parameters is out of the scope of this study.

Section 2.2.3/Line 362ff: Referring back to my comment to line 332ff: You mention that you extract variables before the onset of each rainfall event, as the “would be measurable in the field”. E.g. those are aquifer water level – which, I assume, is largely different on the top of the slope from the bottom of the slope.

As we already replied to a previous comment from this Reviewer, the groundwater table depth is indeed variable throughout the slope (observations made in two piezometers, recently installed at two different altitudes along the slope, confirm that the groundwater table depth may be quite different). However, the use that we make of the groundwater level information is to discriminate “low” levels (clusters 1 and 3 of Figures 8, 9 and 10) from “high” levels (cluster 2 of Figures 8, 9 and 10) or “very high” levels (cluster 4 of Fig. 10). Depending on the availability of monitoring instruments, this could be made with a single piezometer, as well as with several piezometers (but, although with different levels, if the groundwater level in a piezometer is high, it will be likely high also in the others, unless they are so far from each other that they are monitoring disconnected groundwater systems). This aspect will be better clarified in the discussion of the results of the revised manuscript.

Line 370: An actual quantification of soil water content based on satellite observations is hard (rather than a relative value), especially on such small scales – this limitation should be mentioned.

We will briefly mention the limitations of satellite products compared to field observations.
Unfortunately, it is hard to understand how you obtain your dataset with triplets of variables. Why did you chose three of the four to predict? You are predicting simulated change in soil water storage, right? What is the time interval? Or is it just aggregated values per rainfall event? How many datapoints? And what are your variable inputs? Only the four mentioned variables? Why did you not also run the 1D physically based model with various parameterizations – I assume the outputs would have looked quite different. Also, why did you chose RF, and how did you decide for number of trees, splits etc (hyperparameters)?

Again, the Reviewer has been misled by the confusion in the description of the goal of this study. So, we have already replied to the point about evaluating the effects of parameters uncertainty/variability on model output, which is out of the scope of this study.

Some of the requested information is already given in the manuscript: we evaluate the change of soil storage between after and before any rainfall event; the number of data is given (around 53000); the choice of the variables is described as the outcome of Random Forest (RF) analysis. We did not test other choices of the variables to be monitored, as we wanted to stick to what can be easily obtained by means of currently available instruments (i.e., satellite products, field soil moisture measurement networks, piezometers, stream water stage sensors).

About the choice of the RF, as we already pointed out in a previous answer, it was made to mimic what could be done if, rather than synthetically generated data, one was handling real field monitoring data. In fact, we were mostly looking for a way to identify the major cause-effect relationships between (measurable) inputs and outputs before (possibly, but not necessarily) building a model for the interpretation of such relationships, rather than evaluating the sensitivity of an (already available) model output to variations in the input, and Random Forest allows quantifying the information content of each considered input variable without introducing any mathematical model structure, but just relying on the application of logical operators (IF-THEN-ELSE) between the variables.

It looks clear that, aiming at brevity, we gave too little information about how the RF was implemented. Here we provide detailed information to this Reviewer about the training and validation of the RF model, as well as about the choice of hyperparameters.

To evaluate the performance of the Random Forest model, the cross-validation technique was used. In cross-validation, the dataset is divided into k equal parts, also known as folds. Then, for each fold, the Random Forest model is trained on the remaining k-1 folds of the data and tested on the remaining fold. We chose k=5, so that the process was repeated 5 times, every time using a different fold (20% of the dataset) as the validation set. A performance metric was calculated for each fold, to estimate how well the RF model perform on new data. We used the explained variance score, computed as follows:

\[
\text{metric} = 1 - \frac{\text{Var}(y - \hat{y})}{\text{var}(y)}
\]

\( \text{Var}(y - \hat{y}) \) and \( \text{var}(y) \) are the variance of prediction errors and actual values respectively. Higher values of explained variance indicate better performance. In addition, the tuning of the hyperparameter of the model was performed based on the cross-validation results to select the optimal set of hyperparameters. In other words, the random forest model was fitted k-times to the data provided by the cross-validation, changing the value of the following hyperparameters once at time:

- \( n\text{-estimators} \): the number of trees to build in the forest;
- \( \text{max\_depth} \): the maximum depth of each decision tree in the forest;
- \( \text{min\_samples\_leaf} \): the minimum number of samples required to be at a leaf node;
- \( \text{max\_features} \): the number of features to consider when looking for the best split.
The following plots show the trend of the hyperparameters vs. the performance metric, the explained variance score. The blue and red lines are the average values of the performance metric computed for the train datasets and the test dataset, respectively, provided by the cross-validation process. The gray and light gray bands represent average values of the metric +/- the standard deviation and two times the standard deviation, respectively.

![Plot 1](image1.png)

![Plot 2](image2.png)

According to the evidence shown by the previous plots, the search of the optimal parameters was carried out using the following ranges for the hyperparameters:

- \( n\_\text{estimators} \) was fixed to 10;
- \( \text{max\_depth} \): \([5, 10, 15]\);
- \( \text{min\_samples\_leaf} \): \([1, 3, 5, 7, 9]\);
- \( \text{max\_features} \): \([2, 3]\).

The obtained best parameters are \( \text{max\_depth}=10; \text{min\_samples\_leaf}=3; \text{max\_features}=3 \).

As well known, RF algorithm can work well with high dimensional or multidimensional data, but having a high number of features can lead to overfitting. Therefore, it’s important to adjust the hyperparameters (e.g., \( \text{max\_features} \)) to prevent overfitting and create a robust model. Anyway, the synthetic dataset is characterized by only three features (the three variables quantifying antecedent conditions), and a very large number of samples (more than 50000), hence overfitting could be excluded, also owing to the cross-validation method used for model training.

Section 2.3.2

Again, what data exactly do you cluster? The covariates described in the previous section? Also (line 411) – you do not really use “spatial” data here, do you?

The clustering is carried out on the triplets that, based on the results of the RF analysis, seems to be the most suitable to describe the effect of antecedent conditions (prior to the onset of each rainfall event) on the attitude of the soil mantle to retain infiltrating rainwater.
In line 411 we meant that k-means clustering evaluates the distance between the dots in the space of the variables to which the clustering is applied. Nothing to do with distance in the field. We will rephrase the sentence to make it clearer.

Section 3.1

Table 3 vs Table 2: Doesn’t this shown effect of the normalization of delta(S) to H simply show that there is a quite good linear correlation between H and delta(S) – why then not simply use a linear regression model?

It is clear that we gave too much emphasis to the analysis of deltaS, so that the Reviewer was misled. The results just show that, obviously, the more it rains, the more soil storage increases, and if one is interested in evaluating the response of the soil mantle to precipitation, one should look at the ratio between deltaS and H. We will remove Table 2 and just briefly explain the choice of deltaS/H.

Figure 5: The water levels should not be shown on logarithmic scale (that just hides deviations?). Also, make clear that you compare simulated aquifer water levels (ha) with observed stream water levels (hs). Can you try to argue better for your statement “a direct relationship links the water level in the aquifer and the water level in the stream” based on this? As you also mention in section 4, line 632: “substantial agreement between synthetic and experimental data” – this has to be quantified.

We beg to disagree on the first remark: if plotted along a Cartesian axis, many of the dots would collapse very close to the zero (the “low” water levels), thus hiding the existence of a cluster containing a large number of antecedent conditions.

The agreement between synthetic and field data is indeed what we meant to show in Figure 5 and Figure 6. From those figures, you can directly compare the few measured values of soil moisture of the upper 100 cm of the soil profile with the synthetic data. About the synthetic groundwater level data, they are compared with stream water level data. The reasons for this choice are several:

- So far, we have measurements of stream water level, while only recently we have installed two piezometers in the epikarst.

- The streams are supplied by groundwater coming from the fractured bedrock with very little contribution of overland runoff (less than 1% of the rainfall) only during the most intense rainstorms (it is revealed by the timing of the observed hydrographs in response to rainfall as well as by measurements of electric conductivity of stream water: Marino et al., 2020), so there might be a close relationship linking stream water level and groundwater level.

- Installing piezometers in the fractured limestone is a complex operation, owing to the mechanical resistance of the rock, which obliges to the use of powerful drilling machines; we have recently installed two piezometers (July 2020), but one of them could penetrate the limestone only for less than a couple of meters, as the machine that could be carried in that steep part of the slope (a light one) was not able to drill more depth; the second piezometer, which is at the foot of the slope, in a much less steep terrain, penetrates 16 meters below the ground, but there we have found a different kind of soil mantle (not only pyroclastic soil, but also some meters of alluvial deposits), in total more than 10 meters thick; as we had no clue of the degree of interconnection of the fractured system in the limestone, we decided to extend the pervious part of the piezometer (the filter) to almost the entire penetration depth in the limestone (1,5 meters for the first piezometer, 5 meters for the second one), as a shorter filter at the base of the piezometer (as it is usually done) would increase the risk of not intercepting any connected fracture; in this way, there is more chance for water to enter the piezometer, but, as it may enter at any height along the filter and then pond at the base
of the piezometer, we cannot convert the water depth that we measure in the piezometer into a groundwater level; during the 2020/2021 hydrologic year we did not measure any water in the piezometers (2020 was a quite dry year), but in December 2021, after a quite rainy autumn (more than 900 mm between September and December), for the first time water appeared in both the piezometers, confirming that the temporary aquifer actually develops in the epikarst during rainy periods; until summer 2022, the piezometric measurements were made irregularly with a freatimeter, but in autumn 2022 we have installed an automatic sensor inside the piezometer on the steep terrain (the first one), and this winter we have observed a slight increase of groundwater level once the cumulated rainfall from September exceeded 800 mm.

- Stream water seems to appear and disappear consistently with the groundwater fluctuations, although, so far, we have too few data to demonstrate it; however, measuring stream water level is much easier than groundwater level in the studied context, and it could be an effective surrogate of groundwater level.

- The use that we do with the synthetic groundwater level data (that could be done with field data, either of groundwater or of stream water level) is just to discriminate between “high” level and “low” level, as a proxy to identify active subsurface drainage conditions.

The colored dots of Figures 5 and 6 also show that the seasonality of the synthetic variables is consistent with that of the observed variables.

Technical corrections

Some general language editing is necessary

We will double-check the English language to remove language, syntax and style mistakes.

Title, and also in the manuscript: “precipitations” cannot be said – maybe replace with “precipitation events” or similar

Based also on similar remarks made by another Reviewer, the title will be changed to “Understanding hydrologic controls of sloping soil response to precipitation through Machine Learning analysis applied to synthetic data”, and the wrong plural “precipitations” will be corrected throughout the entire manuscript.
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