
Reviewer 2

General response
Thank you for your comments and pointing out which parts rised unclarities or further questions
for you. We hope that our additional explanations provided below make the main objective of the
paper clearer for you. We also hope that our suggested changes will make sure that those
concerns do not arise anymore for the future reader.
The most important changes to address your comments at a glance:

● We will include a detailed description of the labeling process and explain the context of
the labeling in more detail.

● We will include a comprehensive usage guide for the snowdragon repository.
● We will extend the description of the previous work.
● We will include a more detailed description of the input data (“features”).
● We will make it transparent early on that we are only leaning to the international

classification of seasonal snow on the ground and why.
● We will change over-ambitious wording.
● We will change the title to communicate the “classification” part more strongly than the

“segmentation” part.

Thank you for your time and your feedback.

The objective of the work
● “I am not fully getting the final objective of the paper. What is the scientific question we

want to address by automatically reproducing grain shape class inferred from
penetration profiles based on undescribed expert analysis?”

○ Classifying snow grain types is important in microwave remote sensing of sea
ice. As recently conjectured in Picard et al. (2022)1. Arctic depth hoar should
have a significant influence on the microwave backscatter of snow on sea ice,
when compared to other snow grain types. The snow measurements conducted
on the MOSAiC expedition constitute a missing puzzle piece in understanding
microstructural controls of microwave scattering. Developing methods to
understand the spread of depth hoar across the Arctic is just one of numerous
applications of this work. Current methods to classify snow grain types rely on in
situ snowpit classifications with a magnification lens and a subjective operator.
But this wasn’t feasible in the harsh conditions during the high-Arctic winter. We

1 Picard, G., Löwe, H., Domine, F., Arnaud, L., Larue, F., Favier, V., Le Meur, E., Lefebvre, E., Savarino, J.
& Royer, A. The microwave snow grain size: a new concept to predict satellite observations over
snow-covered regions (2022)



could not assess a grain type on a metal plate in 25 m/s winds and the
temperatures close to -30 °C. This study suggests an alternative approach to
grain classification. We took quick and easy SMP measurements in the field and
we introduced a new method of classifying grain types through the SMP signal.
Details are added in the supplementary material. However, we found this process
to be extremely time consuming, and to up-scale these measurements we
introduce a machine learning approach. This project therefore acts as a stepping
stone for further analysis of snow classification, not just on sea ice, but also in
alpine regions and other cryospheric disciplines.

○ We provide here a comparison of machine learning algorithms to classify SMP
profiles by approximating the labels and segmentations from a set of previously
labeled profiles. We want to up-scale (“automate”) the common process of an
SMP practitioner who has to label each single SMP profile manually otherwise.

○ The scientific question and main objective addressed here is to find ML
algorithms that are useful for a generalization of labeled SMP profiles.

● By definition, the grain shape class or snow types (Fierz et al., 2009) is related to the
shape of the grains and is traditionally derived from the observation of single grains on a
crystal card with a magnification lens. This measurement remains manual, is very
time-consuming, inevitably contains some subjectivity, and the use of classes is limited
to capture the continuous nature of snow types. Trying to overcome some of the two first
limitations by automatic classification is of great interest. Different attempts exist to relate
the SMP signal to scalar microstructural features of snow based on the physical
interpretation of the penetration process (e.g., Löwe & van Herwijnen (2012), Lin et al.
(2022)) or with direct statistical / machine learning approaches (e.g., Proksch et al.
(2015)). In particular, King et al. (2020) and Satyawali et al. (2009) used the latter
approach to relate MEASURED grain shape class to SMP profiles. Here the ground truth
is not the measured grain shape on independent data but corresponds to the
interpretation of solely the SMP signal signature.

○ Thank you for your comment – it made very clear to us that we have not
communicated the labeling process and how we obtained the “ground truth” data
detailed enough. We are sorry for having left out this crucial part of our study in
the manuscript.

○ Reasons why no measured grain shapes were used:

■ The conditions on Arctic sea ice are somewhat harsh and there were
significant time-constraints involved during data collection. This means
that only 1.5 hours were available to perform all measurements within one
snow pit. It is not possible to collect all the in-situ observations one would
like to have in such a setting. Manual snow stratigraphy analysis takes a



lot of time.

■ Temperature and wind meant that looking at snow grains on a metal
plate was almost impossible in the high-Arctic winter.

■ Including the stratigraphy of snow is very subjective, i.e. it does vary
from person to person. During the MOSAiC expedition, different people
have been making measurements, which would lead to very different
snow stratigraphy analysis and inconsistent / discontinuous profiles.
Hence, this step was skipped. The SMP provides an analysis that will
yield the same force profile no matter who measures it. We recognise that
we introduce subjectivity at a later stage, however this is through one
dataset trainer who has alternative measurements to hand to assist the
classification, namely microCT and NIR. We therefore counteract the
impossible classification in the field, with an alternative approach. A later
study could work to compare these two methods, but that is beyond the
scope of this paper, which primarily focuses on the development of
ML-algorithms.

○ Objective: In general, you do have the volume on sea ice, but not the time. As
scientists, we have to deal with the situations at hand and it is still our mission to
get the most out of the data that has been collected. Having an ML model that
can help us process this kind of data (where we have volume but no time for
measuring grain shapes) is exactly the objective of this paper.

○ How the ground truth data was obtained / how the SMP signal
interpretation was verified:

■ We are sorry that we have not pointed this out in the manuscript (the main
author was not aware of the specific process): Micro-CT and NIR have
been used in parallel to the SMP signals to fine-tune the classifications.
The Micro-CT and NIR – where available – were used to confirm the
shape of the grains.

○ Further information we want to share:

■ On approximation: With the models presented in this study one is able to
classify SMP profiles in a simpler structure. We are essentially doing the
following: 1) Grouping signal types. 2) Identify from Micro-CT which grain
types match the group the best. So, when we call one of those groups
“depth hoar” it is clearly an approximation. All those labels are just
approximations of the signal types. And we are using those labels
because this is how we have established as a scientific community that



this is our common language to talk about snow.

■ On uniqueness / the word “ground truth”: We got rid of the word “ground
truth” because it clearly eludes the fact that there is not such a thing as
“ground truth”. Every kind of classification of snow grain is always
subjective. Whenever you put three experts in front of the same profile,
you will get three slightly different classifications. This is not mitigated by
snow pits.
And also the ML models remain estimators. One classifies a number of
profiles with a certain set of signals. This is now the “base data”. Given
this base data, we can now estimate for all the other thousands of
profiles how they are stratified. Different models will also yield different
segmentations and classifications which illustrates once more that a
unique classification continues to elude us. There is no unique
classification and there is no ground truth for this kind of data.

○ How we will adapted the manuscript to clarify those things:

■ We will adapt the data section (we are adding two paragraphs about the
data labeling).

■ We are adding a supplementary material laying out the details of the
labeling procedure.

■ Removing the word “ground truth”.

● This direct identification has never been documented so far. The description in the text is
elusive, with a reference (l.76, Schneebeli et al. 1999) that does not describe the
procedure. Besides, the data presented here relies on the interpretation of a single
expert (l. 75-77). One cannot evaluate any reproducibility of the procedure or agreement
with ground truth based on manual observation in snow pit data. Moreover, it is highly
likely that the estimation is subjective. For instance, in Fig. 1, one may wonder why only
the specific layer at a depth between 98 and 102 mm is labeled as « Depth hoar wind
packed » and not other layers below that show similar features. In addition, there are
obviously « inconsistencies in their ground truth labeling » (l. 324) and the results are
linked to « different classification styles of experts » (l.332) and the evaluation is
qualitative (« classification patterns […] were satisfying to domain experts » l.368). The
discussion is not convincing based only on the feeling that «in the view of the authors, a
temporally consistent classification is more relevant to the interpretation of the
development of the snowpack, even if there is a certain, but unknown, bias to an expert
interpretation » (l. 255-257). To me, it appears, in the end, that the presented algorithms
are able to reproduce one analysis of one single expert on specific snowpack types. In
my opinion, this limits a lot of the interest and generalization to the snow community.



○ Thank you for pointing out that the Schneebeli et al. (1999) reference is not
providing fully the necessary information. We reference Schneebeli et al. (1991)
here because they have shown for the first time that depth hoar and rounded
grains can be visually separated in the SMP signal. Thus we base our work on
the idea described there. However, it is true that the direct identification has not
been documented in detail so far. Consequently, we decided to describe this
process now in our supplementary material. We find that this documentation is
not the main objective of this work but we definitely agree that the reader must
have access to how this process works and how it was specifically conducted
within this study.

○ We would like to point out that this paper submitted to the Geoscientific Model
Development journal is really a methodological paper, analyzing which ML
algorithms can help to automate SMP profile classification. It is not the objective
of the paper to “classify snow according to the international guidelines with the
SMP”. Our goal is to classify a huge number of SMP profiles and get their layer
segmentation by grouping signals. We are doing this for convenience, to make
the life of SMP users easier. To summarize: This is a methodological paper and
we are not deriving any conclusions from the data we used (we could use any
dataset) – it is really about the methods.

○ It is true that the models provided here cannot be applied to any snowpack in the
world. The algorithms and the framework presented can be applied to any
snowpack – but one needs to retrain the algorithm. It may be the topic of another
paper to provide a model that has been trained on a generalized dataset. This
future study might profit from our work here, because they might be interested in
learning which ML models are particularly suitable for this task. They can then
use our repository – or extend it even further with other models if desired – and
train it on a general dataset. Before being able to do so, we think it is valuable to
have a fair comparison between a set of algorithms and an established model
that can be re-trained to solve this task on any kind of SMP dataset.

○ Regarding the subjectivity of the classification: Yes, we agree. Machine learning
works like this: Subjective data in – subjective classification out. Objective data in
– objective classification out. This is why clean, unbiased, diverse datasets are
so crucial in the machine learning domain. For the task described in this paper:
Yes, you will absolutely get a subjective classification if you train your model on
subjective labeling. If you can provide the models with a training dataset that is –
in your view – objective, where snow experts have been collaborating and the
complete community agrees all together that those are the right labels – then you
can train the models and reproduce the labeling process of this communal
labeling. Right now, we still face the following reality: If you ask for a snow grain
classification in the field, then you ask for a classification from one person. This
person will provide you with a subjective classification to date. We do think that



our field is still at a point where such a subjective classification is our reality and
we cannot provide a general alternative to this within the study presented here.
We are mainly making the life of this one person easier – we are upscaling the
(subjective) classification process. This is the main objective of this study.

○ Changes that will be made to address the concerns:

■ We will explain the context of the Schneebeli et al. (1999) citation.

■ We will add an appendix where the labeling process is described in detail.

■ We will add a short summary in the labeling paragraph to give an
overview of the labeling process.

● The authors refer to Fierz et al. (2009) for describing the different snow types referenced
in the paper (l. 74). However, it is not very clear how the different classes presented in
the paper (see legend of Fig. 1) are defined as they are not present in the international
classification described in Fierz et al. (2009)

○ We are now clarifying further in the data section that we are merely “leaning”
towards Fierz et al. (2009). We had to extend the classification because we
worked with snow on Arctic sea ice – and the guidelines were not developed for
snow on sea ice. The international classification is dominated by Alpine snow
experts. The different types of depth hoar are typical for Arctic sea ice and not
included in Fierz et al. (2009). We seek a language that is common to the snow
community, but because of the specific region, we are not fully adhering to the
international classification guideline and extend it where necessary.

○ Changes: We will add a paragraph in the data section to clarify this.

● Grain shape class has been used since the beginning of snow science and was first
motivated by avalanche forecasting. It remains the most common descriptor in snowpit
observations but has many known limitations. It is a discrete class whose evolution
cannot be described by differential equations in models. It cannot be quickly and
objectively described. Currently, the international classification is not necessarily adapted
to any snow on Earth (e.g., here, the authors added classes that are not in the
classification). Therefore, one may wonder why, in general, we want to stick to this
description of snow.

○ Grain shape is also used within the polar community. The international
classification – as pointed out by you – is also in our view just an approximation,
as every classification is. We think we should stick to the language that is
common to the community and extend it where necessary.



○ Changes: We will add a sentence that motivates why we are using Fierz et al.
(2009) at all (common language).

● The interest of the algorithm is described in grandiose terms: they make « training of
interdisciplinary scientists in snow type categorization obsolete » (l. 31), «can be directly
employed by practitioners for their own SMP datasets in the field » (l. 250), « These
findings will enable SMP practitioners to automatically analyze their SMP
measurements. To that end, an SMP user must simply decide on one of the fourteen
models provided » (l. 369-370). However, I do not understand these sentences. I
understood that everything relies on a single expert analysis, that the model must be
retrained on other data (e.g., snow data in other places around the world) and that
without this expert, no model can be retrained. In contrast, the limits of previous studies
are somehow presented unfairly. For instance, it is indicated that « This [generalization]
would not have been possible in previous works such as Satyawali et al. (2009) since
knowledge rules for one snow region and season do not transfer to other regions or
seasons » (l. 335), but the exact same applies to their work as the model must be
retrained in any case to be used on other snowpack climate or expert analysis in the end
(the model of Satyawali et al. (2009) could be retrained too).

○ Thank you for telling us that the applicability of the method did not become clear
for you.

○ Grandiose terms: We adapted that regarding the training of the interdisciplinary
scientists, we understand that this can be misunderstood. We still think that it can
be directly employed by practitioners in the field for their own SMP datasets, as
we will try to point out in the following. One does not need to be an expert for that
– the model can be retrained without the expert.

■ Situation A:
Situation: You are an expert, you collected a large dataset of SMP
profiles. You are okay with manually labeling ~100 profiles – you might
even have additional in-situ observations for those profiles and can
manually label them. However, you do not want to do this manually for all
profiles and have maybe hundreds or thousands of other profiles where
no in-situ observations exist. You do know though, that they experienced
similar snow conditions to the ones where you have in-situ observations.
How would you use snowdragon:
You would git clone the repository. You would choose a model to your
liking. You would train the model on your dataset with the suggested
parameters (or even load the weights we have used). If desired, you can
tune the model (with the scripts provided in the repository). Afterwards,
you can produce predictions for the unlabelled SMP profiles. This enables
you to perform a quantitative analysis on your complete SMP dataset, i.e.
you can estimate the occurrences of certain grain types, etc. Not every



single profile will be a perfectly classified profile, but you will be able to
make meaningful estimations and quantitative analyses on your dataset.
Why is this better than using previous work:
Note: Feel free to use any of their methods – we have included random
forest, nearest neighbors, and SVMs as well in snowdragon. This will
enable you to compare those methods with each other.
Random forest (original): You would need to have the patience to
segment all (every single of your thousand profiles) your profiles before
you can classify anything. And you need to accept that you can only have
layer analysis for layers > 20 mm.
Nearest-neighbor (original): You might first struggle with replicating their
work and will then hand-craft specific knowledge rules to improve the
performance of nearest neighbors. Those rules might not be
straightforward since they are specifically crafted to circumvent errors that
nearest neighbors consistently produce on your specific dataset.
SVM (original): You have to ensure that each profile can be mapped to a
specific density cutter measurement. If you do not have such a
measurement directly related to your SMP profile (e.g. because it was
cold and you could not make dozens of snow pits in a short amount of
time but you still wanted to capture snow stratigraphy spaced out), you
will not be able to use that method.
Endnote: All of the original methods work well – on their specific
dataset with the circumstances given there. This means that there are a
lot of strings attached: you need to provide additional snowpit information,
manually segment data, and be happy with just three grain types or craft
knowledge rules to push the performance of a method. We essentially try
to provide a method with no strings attached and that is easier to re-use
for your specific situation than all the previous ones. In contrast to
previous work, one can also actually compare all those methods with
each other in a fair comparison which has not been possible before.

■ Situation B:
Situation: You are not an expert in snow stratigraphy. Let’s say you are a
remote sensing specialist. You would like to get “ground-truth” data for a
snow remote sensing project and you are provided with SMP profiles from
the ground. In the best case you have an expert who can label some of
your profiles. If you do not have that, you can search for a labeled dataset
from the same region. (Of course it is helpful to communicate with an
expert on this! The expert is not made completely obsolete – please
pardon this exaggeration).
How would you use snowdragon:
Same procedure as explained above. You can relate the SMP
classifications to your remote sensing data and can thus make
snow-stratigraphy estimations on a large scale.



Why is this better than using previous work:
In the case of random forest and SVM you have to find snow experts who
are willing to either manually segment all your profiles or you have to take
a snow expert with you to make density cutter measurements. Both of
these take a considerable amount of time and commitment. Finding a
suitable labeled dataset or asking a snow expert for a few labeled profiles
(possibly fine-tuned with in-situ observations) is much more realistic. The
nearest neighbor approach suffers from the hard-coded knowledge-rules
and that you can have no mixed layers, as explained above. The rules
need to be adapted for the particular data and in contrast to labeled
datasets, they are not simply publicly available but need to be carefully
crafted and adapted. Furthermore, we can hope that snowdragon will be
trained on a more generalized SMP dataset one day, meaning there is the
possibility that the labeling step is not necessary anymore at a certain
point. We do not have this possibility for the previous work – constructing
knowledge rules, manual segmentation, and density cutter measurements
cannot be skipped because they are inherent parts of those methods.
These things are not transferable. We are providing a method where
knowledge – in the form of labeled SMP datasets – can be transferred to
other datasets. This means, if you are working on alpine snow, you can
train your model on publicly available alpine snow SMP datasets right
now. This is something that has not been possible before.

■ General comment:
We do understand that a Meta-Snowdragon model would have a much
larger impact on the scientific community, since people would not need to
retrain the model and might be able to apply the models on any
snowprofile. However, the work we present here has the objective to
show that ML algorithms can be used for SMP classification in practice –
there is still work that needs to be done to make it easily usable for
everyone without requiring people to put any additional (labeling) work
into this. Also, a word of warning: A Meta-model that can be used for any
snow profile might do well on average, but will perform worse on very
specific/special datasets (like snow on Arctic sea ice) than a fine-tuned
model. One could provide a Meta-model that can then be fine-tuned to
specific datasets when necessary. We invite the community to take our
work further and provide such a Meta-model. We suggest investigating
transformer models to this end.

○ Changes:

■ The sentence “obsolete” will be adapted to less grandiose terms.



■ We will add a user guide to make the process of how snowdragon
can be applied more transparently.

● The authors positively present the work as both « automatic classification and
segmentation » (title and in the text) of snow profiles. It appears that no segmentation
procedure is present in the paper. Indeed, the segmentation consists of saying that
connected (i.e., neighboring) points with the same label belong to the same segment.

○ Exactly, our segmentation procedure consists of joining neighboring points that
share the same class together into one segment. This is arguably a very naive
segmentation method, but we wanted to keep it simple and focus the comparison
study on the classification models. Future work could compare in more detail
different segmentation methods or – as already suggested – look into
first-segment-then-classify approaches. This may be a greater challenge from the
classification model perspective since you have to deal with time series of
different lengths and classify those accordingly. This is in general regarded as a
somewhat greater challenge for machine learning models and we would be very
curious to learn how those models are performing on this task.

○ Regarding your question about why we present this work as both automatic
classification and segmentation – despite the naive approach of the
segmentation: Since e.g. Havens et al. (2012) really only classify profiles, i.e. the
profiles have to be manually segmented first, it was important to us to make clear
that our work does not require a manual segmentation of the SMP profiles.

○ Suggested changes:

■ Changing the title of the paper to:
“Automatic classification of Snow Micro Penetrometer profiles with
machine learning algorithms”

■ We will go through the text and change the wording where we find it
appropriate.

The form of the work
“On the form, the description of the work is sometimes vague and incomplete”

● The objective of the paper described in l23-31 seems rather unclear to me. It took me
several reads to understand that the goal is to reproduce the classification of one expert
on SMP data.

○ Thank you for pointing this out. We will adapt the paragraph in the following way:

“Traditionally, snow stratigraphy measurements are made in snow pits. These



pits are dug manually, and vertically into snowpacks and require trained
operators and a substantial time commitment. To accelerate these
measurements, the SnowMicroPen (SMP), a portable high-resolution snow
penetrometer, can be used (Johnson and Schneebeli, 1998). Schneebeli and
Johnson (1998) have demonstrated the SMP as a capable tool for rapid snow
type classification and layer segmentation. The measurement results are stored
in an SMP profile that consists of the penetration force signal of the
measurement tip in Newton and the depth signal indicating how far the tip
moved. Afterward, the SMP profiles must be manually labeled by an expert,
which requires time, practice, and becomes infeasible for large datasets.

To address these shortcomings, Machine learning (ML) algorithms could be used
to automate the labeling process. Instead of manually labeling each SMP profile,
an ML model can be trained on a few labeled profiles and can subsequently
reproduce the labeling patterns on other profiles. As a consequence this would
(1) immensely accelerate the SMP analysis, (2) enable the analysis of large
datasets, and (3) support interdisciplinary scientists who are unfamiliar with snow
type categorization.”

● There is a welcome short bibliography on previous attempts to classify SMP profiles
automatically. The description of the selected articles (Satyawali et al.,(2009), Havens et
al., (2012), King et al., (2020)) would benefit from more detailed statements to capture
what was really done in these papers. For instance, what is « too small to be
representative » (of what?) (l. 34), « including knowledge-based rules » (l. 35), « good
accuracy » (l. 42), and « additional snowpit information » (l. 42)? «

○ Thank you very much for pointing out this unclarity. We have indeed cut the text a
bit too drastically at this point. We will extend the literature review, mentioning
now what “too small to be representative” means, “knowledge-based rules”,
“good accuracy”, and specifying what the “additional snowpit information” is.

○ Adapted paragraph:

“Several previous works have addressed the task of automatically classifying
snow grain types with machine learning algorithms. The nearest neighbor method
of \citet{satyawali2009preliminary} was the first model that automated both
segmentation and classification of SMP profiles without needing additional snow
pit information. To assign a grain type to an unlabelled data point, the method
chooses the most frequent class occurring in the neighborhood of this data point.
The neighborhood are those labeled data points that are most similar to the
unlabeled data point. Their algorithm predicts five different snow types (``New
Snow'', ``Faceted Snow'', ``Depth Hoar'', ``Rounded Grains'', ``Melt-Freeze''),
with accuracies ranging from 0.68 to 0.94. However, this high performance is only
achieved by integrating specific and inflexible expert rules. For example, one rule
ensures that no ``Faceted Snow'', ``Depth Hoar'', or ``Rounded Grains'' occur



between layers of ``New Snow'', but exactly this happens under certain
circumstances as they point out themselves. Hard-coded rules might improve the
performance on one dataset, but they cannot capture all phenomena and will not
generalize well to other datasets. The performance results are also limited by the
fact that their testing set consists of only three SMP profiles, i.e. it is not clear
how representative their results really are. In addition, their results can hardly
transfer to the real-world setting because they explicitly exclude any mixed grain
type layers. If an automatic segmentation and classification algorithm is intended
to work with profiles straight from the field, this algorithm should be able to
handle mixture classes, diverse snow phenomena, and be thoroughly tested.

\citet{havens2012automatic} worked with random forests and SVMs to classify
SMP profiles. They used previously segmented SMP profiles and classified the
grain type of each layer with the help of a random forest model. Their work builds
upon their previous work with single decision trees \citep{havens2010singleCT}.
They trained the model on three different grain types (``New Snow'', ``Rounded
Grains'', ``Faceted Grains''), achieving error rates between 16.4\% and 44.4\%
(depending on the dataset). Notably, \cite{havens2012automatic} requires
profiles that have been manually segmented beforehand. Since this is done
manually, this takes a considerable amount of time, raising the question to what
extent the task has really been ``automated''. Moreover, only layers larger than
100 mm (sometimes 20 mm) could be considered due to the manual
segmentation. In the field, particularly for avalanche risk assessment
\citep{lutz2007segmentation_moving_window}, it is important to detect layers of
only a few millimeter thickness as well. Improving on the work of
\citet{havens2010singleCT} would thus include more grain types, thinner layers,
and no need for manual segmentation.

More recently, \citet{king2020local} trained Support Vector Machines (SVMs) on
SMP force signals and manual density cutter measurement. Both segmentation
and the classification is conducted automatically. They distinguish three types of
snow grains (``Rounded'', ``Faceted'' and ``Hoar'') and achieve classification
accuracies between 0.76 and 0.83. The profiles were collected on Arctic ice
around the same location, which means that the profiles might be more
homogeneous than in other datasets. The model's generalisability could in theory
be enhanced by training it on additional, broader datasets. Most importantly, the
SVM method by \citet{king2020local} relies on additional manual density cutter
measurement, time-intensive snow pit measurements that are not always
available. Thus, similarly as for \citet{havens2012automatic}, more snow grain
types would make the work more applicable in the field, as well as  eliminating
the necessity of additional manual density cutter measurements.
In summary, previous work showed that supervised machine learning algorithms
are a promising pathway to automatic snow grain categorization.”



● Fig. 1, the international classification (Fierz et al.,2009) provides a color code. Is there a
specific reason for not using it?

○ 1) Since we only “lean to the classification” as discussed above (not all grain
types present there, etc.) we had to add other colors.

○ 2) As stated by Fierz et al. (2009) themselves: “The colour convention is not
optimized for people affected by colour vision deficiencies.”

● One key piece of information about the procedure is the list of predictors used as input
for the ML model. They are very shortly described l. 79-86. But the description is too
elusive to understand which variables are used. What are « added additional features»,
« time-dependent information » (where is time here ???), and « including variables of the
shot noise model » (which variables?)?

○ Time: Snow accumulated through time / SMP tip measuring the penetration force
one time step after another. We adapted the word since time-dependent
information seems to be a jargon that is more common in the ML community. We
call it now “depth-dependent” information throughout the manuscript.

○ Features: We will adapt the paragraph and specify which features are included.
We will also add a table in the appendix that lists all the features and provides an
explanation for each feature.

○ Adapted paragraph:
“For each SMP profile, we replaced negative force values with 0, summarized the
signal into bins (1 mm), and added mean, variance, maximum, and minimum
force values for those bins. Those values were also determined for a 4 mm and
12 mm moving window. Moreover, \citet{lowe2012poisson}' Poisson shot noise
was used to extract $\delta$, $f$, $L$, and the median force value for a 4 and 12
mm window. We added further depth-dependent information by including for each
data point the distance from the ground and position within the snowpack. Refer
to Table \ref{tab:features} in Appendix \ref{app:features} for an overview of all
features used for each SMP profile, and to Table \ref{tab:feature_corr} to see the
feature importance for each grain type.”


