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Thank you for the careful review of the manuscript and your substantive comments. We 
have done significant new analyses, and have thoroughly revised the manuscript in 
response to your comments as well as those of the two reviewers. We believe the 
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Public justification (visible to the public if the article is accepted and published): 
Dear authors, 
Thank you for the detailed responses to the referee comments. Both referees agree that the 
manuscript is potentially publishable in HESS, but request major revisions, due to lack of 
clarity and methodological questions. Upon re-reading the manuscript, I agree about the 
lack of clarity, and I am left with a lot of open questions about the methods and doubts 
about the insights provided by this manuscript. Therefore, I believe that the manuscript 
requires a thorough overhaul to improve clarity and potentially eliminate methodological 
flaws, as pointed out by the referees and in my own comments and questions below. 
It would be very helpful if you could accompany the revised manuscript by a document 
where you explain the modifications in response to the points raised by the referees and 
myself. Thank you in advance. 
 
 
GENERAL COMMENTS 
In the manuscript, you analysed daily and monthly fluxes, stating that this is what the 
equations are mostly used for. But since you are citing Slatyer and McIlroy (1961), you may 
give some consideration to their statement on P.58: "However, use of average values in 
equations like 3.13, containing products of variable quantities, means neglecting the effects 
of short-term correlations between these quantities, which could sometimes lead to 
significant errors (cf. discussion of eddy flux versus mass flux, Section 9(f)). For this reason 
individual values of all quantities, including G wherever possible, should be entered into the 
equation as frequently as they can be obtained, and only the consequent 
values of E should be averaged." 
Since the eddy covariance data does contain hourly data, it would be worthwhile following 
their advice or at least explaining why you did not use it. 
 
In Section 3.1, we added the following paragraph to address this comment: 
 
The CR has been used at time scales from hourly to yearly (Brutsaert, 2023, p. 147), but the CR, the 
Penman equation (1), and the Priestley-Taylor equation (5) are most typically applied to daily to monthly 
average values (McMahan, 2013). These equations assume adjustment of atmospheric temperature and 
humidity to the energy fluxes at the surface, and adjustment of the surface to conditions in the lower 



atmosphere (Brutsaert, 2023, p. 147), and the diurnal cycle makes this adjustment unlikely over periods 
less than 24 hours (McMahon, 2013). While the CR could potentially be applied to hourly data, such that 
the daily CR estimate LEest would be the average of the hourly estimates, the approach here is to use 
daily (monthly) average input values to produce daily (monthly) energy fluxes. This approach recognizes 
that hydrological processes often apply at a limited range of temporal and spatial scales. For example, 
infiltration excess runoff applies at point scales while saturation excess applies to the watershed scale 
(Chow et al., 1988). Here, the CR applies at regional spatial scales and daily to monthly temporal scales. 
 
 
I do not understand why new parameters are chosen for the use with the CR. Actually, I 
struggled to understand the procedure, as explained in the detailed comments. Here is what 
I took away after re-reading multiple times: First you fit parameters to reproduce LE_ref as 
closely as possible for different filter settings (closeness of LE_ref and LE_p). Then you 
compare the resulting alpha values with LE_ref/LE_e and the estimated LE_PT with LE_ref 
(Fig. 3). The differences between methods are minimal here. Then, you use the PT-
equation in combination with the CR, but re-calibrate the parameters. At some stage, I 
assume when you use the CR, you seem to have calibrated the parameters to either make 
alpha match LE_ref/LE_e as closely as possible, or to make LE_PT match LE_w as closely 
as possible or to make LE_PT match LE_ref as closely as possible (Tables 1 and 2). But I 
am really guessing here. 
 
We have made many changes to section 3.1 to emphasize exactly what procedures we 
followed. Much of the confusion seems to have been with regard to different parameter 
values for the different steps of the process. Specifically, tuned values for each of αc, aA, 
RH, and m are determined three times: 1) to find best fit αest; 2) to find best fit LEPT, and 
3) to find best fit LEest using the CR (17).  
 
Regarding the need for multiple tunings and what the significance of the different tuned 
values is, we have included in Section 5.1 the following two paragraphs: 
 

Different tuned parameter values were found to calculate αest (Figure 3, top panel) LEPT (Figure 
3, bottom panel), and LEest (Figure 4). Ideally, the tuned parameter values would remain nearly 
identical in the three cases. A likely explanation for this difference is as follows: In the top panel 
of Figure 3, all αref values count equally in determination of tuned parameter values that 
produce the best-fit αest for each of the methods. But in the bottom panel of Figure 3, αest values 
that correspond to small values of (Rn-G) have far less influence on the RMSD of LEPT than those 
corresponding to larger Rn-G. If Rn-G=5 W m-2, an increase in alpha from 1.1 to 1.3 only increases 
α(Rn-G) from 5.5 to 6.5 W m-2, whereas if Rn-G is 200 W m-2, it increases from 220 to 260 W m-2, 
so that the larger Rn-G would influence RMSD of LEPT more. Similarly, when moving to the CR 
estimate LEest in Figure 4, the CR estimates again apply different weight to the various estimates 
of α, so that different tuned parameter values result here as well. Actually, Brutsaert (2023) 
treats the parameter α in (5) as a completely-different parameter from the α embedded in (17). 
While the present authors consider both to be the same parameter, we recognize that its tuned 
value could vary depending on the context. 

For reference, when the parameter values used in Figure 3 (lower panel) are used in the CR 
(namely α=1.29 for the αc-method; αA=0.31 for the αA-method, RH=0.76 for the RH-method, and 



m=0.58 for the m-method), RMS errors increased (from 19.37 to 20.12; from 18.61 to 19.25; 
from 21.13 to 26.84; from 18.65 to 19.29, respectively). Note that the αA- and m-methods still 
provide the lowest RMSD values. 

 
In Section 4, the following clarification is now included: 

As described in section 3.2, using only wet-surface measurements, tuned values of αc, aA, RH, 
and m were found that minimized RMSD between reference and estimated values of α. 
Different tuned values of these parameters were also found for use in estimating wet surface 
evaporation using the Priestley-Taylor equation (5). Results for estimating α under wet-surface 
conditions are found in panel a of Figure 3, and results for estimating wet surface evaporation 
itself are shown in panel b; both sets of results are also provided in Table 2. Finally, still-different 
tuned values of αc, aA, RH, and m were those which produced the minimum values of RMSD 
between LEest and LEref using the CR formulation (17). That is, LEest is found by taking y found 
with (17), where LEw is given by (5), LEp by (1) through (3), and y by (13) through (17). This y was 
multiplied by LEp from (1) to get LEest. The tuned parameters that result when the goal is to 
obtain the best fit between αest and αref, are different than those when the goal is to obtain the 
best fit between wet-surface LEPT and LEref, and in turn these are different than when the goal is 
to obtain best fit between LEest and LEref using (17). Reasons and implications for these 
differences will be discussed in section 5. 

 
 
 
 
Since you are filtering for data points where LE_ref is very close to LE_p, it is not clear to 
me what is the use of the CR, as the CR is supposed to be relevant for estimating LE_ref 
when it is not close to LE_p. Secondly, since you are re-calibrating the parameters, what is 
the predictive power of the method? If the parameters need re-calibration before being used 
in the CR, this suggests to me that a well calibrated LE_PT is not useful in the CR and 
hence the CR as you used it, is not useful. I think it would be very helpful if you could 
describe at the beginning of the Methods section the overall approach (what is fit to achieve 
what) and what you expect to see. 
 
This confusion probably started in section 3. The first two parameter tunings (to find best fit 
values of αest and of LEPT) use only wet surface data. When we move to the CR we use all 
the available data (wet surface and non-wet surface). This has been clarified. With respect 
to the need for multiple calibrations, please see our response to the previous question. In 
addition, the CR method requires the use of hypothetical wet surface evaporation, therefore 
this part of the analysis incorporates an assessment of the wet surface alpha by means of 
its use in the CR. 
 
In Tables 2 and 3, very different parameter values were needed to reproduce either alpha, 
or LE_w or LE. The text is not very clear about how this was done (see detailed comments), 
but also not what it means. I had the impression that the different methods did not matter 
too much when matching LE_PT to LE_ref, so why do they matter when using the CR? 
Your explanation in L362-365 is not very clear. Also, in the text, you describe the RMSE as 
the deviations between the simulated values and the reference, but in the figures and tables 



you provide it along with the parameters of the linear fit (slope and intercept), so I am not 
sure if the RMSE was not calculated based on the deviations between the simulated data 
and the regression line. For example, in Fig. 4 top left, the reported "RMS" is very close to 
that of the top right panel, which has a similar spread of data, but a much smaller regression 
slope and therefore probably greater deviations from the 1:1 line. 
 
Once again, sections 3.2, 3.3, and 3.4 have been substantially re-written to make clear why 
there are different parameter values. In these sections there is a clear explanation that the 
best fit values are found by minimizing RMSD(estimate, reference value), where the 
difference is simply the estimate value minus the reference value. 
 
Referee 1 criticised that your manuscript ignores surface-atmosphere feedback when 
discussing the difference between wet surface and potential evaporation. Although most of 
your analysis focuses on wet surfaces, where both are very similar, as you state in your 
response, when you relate to the CR method, it would be important to explain the feedback 
between evaporation and atmospheric conditions, mainly temperature and humidity. The 
temperature feedback is also not mentioned in L188. In your response and in some of the 
text, you focus a lot on surface temperature, but I really do not see the point of re-
introducing surface temperature into a framework formulated explicitly to eliminate the need 
for specifying surface temperature (Penman, 1948). In this respect, I have noticed a 
confusion about the meaning of Delta, as Penman did explicitly use the slope at air 
temperature, not at surface temperature. Since the eddy covariance data does not contain 
surface temperatures, it is actually not clear how you calculated Delta in this study. 
 
In Section 2.2, we include the following description of the feedback: 
 

In the Complementary Relationship (CR) between actual and potential evaporation (Bouchet, 
1963), regional evaporation from a saturated surface, the apparent-potential evaporation rate, 
and the actual evaporation rate are all identical (Brutsaert, 2015). According to the advection-
aridity approach (Brutsaert and Stricker, 1979), apparent potential evaporation corresponds to 
the Penman equation (1) or to the evaporation from a small wet patch, and the wet regional 
surface rate corresponds to the Priestley and Taylor (1972) equation (5). As the surface dries, 
less water is available to evaporate, so actual evaporation decreases. This results in a drier lower 
atmosphere, which increases apparent potential (wet patch) evaporation. Conversely, if the 
lower atmosphere becomes dry (in the absence of significant dry advection), this implies that 
regional evaporation rates are low. Thus, evaporation and apparent potential evaporation 
change in opposite directions—they complement each other. 

 
Regarding the wet surface temperature, we include the following  
 

Figure 3 and Tables 2 and 3 provide evidence that all four methods provide acceptable estimates 
of actual wet surface evaporation rates. But what about estimation of hypothetical wet surface 
evaporation rates? Szilagyi and Jozsa (2008) and Szilagyi and Schepers (2014) have provided 
good evidence that a small wet patch within a drying region with wind speed and available 
energy held constant should maintain a constant surface temperature. The use of (12) to get the 
temperature of an actually-saturated region is straightforward. Crago and Qualls (2021), Qualls 
and Crago (2020) and Szilagyi (2021) show graphically, using e versus T graphs, how air and 
ground-surface isenthalps [lines of constant available energy on a (T, e) graph] can be 



determined, and they show that T0 is simply the intersection of the ground-surface isenthalp 
with the saturation vapor-pressure curve.  

 

There are three distinct explanations for why a best-fit estimate LEest using the CR (17) might 
differ from the LEref values: First, α may not be estimated correctly (see the preceding 
paragraphs); second, the LEPT estimate may not adequately represent the hypothetical wet-
surface evaporation rate; and third, the CR formulation may be inadequate. No method to 
distinguish the effects of these is apparent, so that the results in Figure 4 and Tables 2 and 3 
provide only an indirect test of the adequacy of the four methods to estimate α for hypothetical 
wet surfaces. 

 

Under drying surface conditions, since the wet surface temperature remains constant during 
drying (assuming Rn-G and wind speed are constant—see Szilagyi and Schepers, 2014), T0 found 
with (12) under drying conditions should still be the correct wet surface temperature, that is, 
the temperature at which Δ in (5) should be evaluated to estimate the hypothetical wet surface 
evaporation rate [but note that Δ in (1) is always taken at air temperature]. During the regional 
drying process, Crago and Qualls (2021) showed that ea slides down the air isenthalp as drying 
progresses, while T0 is found just as it would be for a saturated surface, namely using (12). So, 
use of (12) to determine T0 for either saturated or unsaturated surfaces seems to have good 
support, and this T0 value can be used to predict wet surface evaporation rates from (5) with (4). 
The process is described above as a temporal drying of the region, but the analysis of Crago and 
Qualls (2021) is concerned only with the current status of the land and lower atmosphere, not 
with the drying or wetting pathway to that status. 

 
 
Referee 1 also found Section 2.2 difficult to follow. Perhaps it would help to remove all the 
equations that are not actually used, and instead explain the concept a bit better (perhaps 
including a plot of the key CR formulation) and refer to the papers for the other equations. 
We have omitted Brutsaert’s (2015) equation (the previous equation 13), and try to put the 
CR work into context. Specifically, we want to know if methods to estimate alpha or to 
estimate wet surface evaporation, also improve estimates of actual evaporation under non-
wet conditions. That is, do wet-surface evaporation equations work to give hypothetical wet 
surface evaporation rates? This cannot be directly measured, so we indirectly measure it by 
comparing CR estimates of LE with reference values, under both wet and dry conditions. 
 
Referee 2 is concerned about the effect of an inadequate wind function on your results and 
you mention additional analysis in your response. Could you include in the paper or SI the 
figure you mention in your response? 
 
We decided to use tables similar to tables 2 and 3, except using z0 values derived for each 
day (month) based on the measured ustar values. That is, every site has a different value of 
z0 for each day (month) in the dataset. The major trends and conclusions are similar for this 



analysis and for the analysis in the paper itself. This aspect of the work is discussed in 
Section 5.1: 
 

For reference, when the parameter values used in Figure 3 (lower panel) are used in the CR 
(namely α=1.29 for the αc-method; αA=0.31 for the αA-method, RH=0.76 for the RH-method, and 
m=0.58 for the m-method), RMS errors increased (from 19.37 to 20.12; from 18.61 to 19.25; 
from 21.13 to 26.84; from 18.65 to 19.29, respectively). Note that the αA- and m-methods still 
provide the lowest RMSD values. 
 
 
SPECIFIC COMMENTS 
 
L120-: Please provide page numbers when referring to books as sources. Slatyer 
and McIlroy (1961) based their derivations on Penman (1948), where Delta (s in Eq. 
3.19 in SM1961) is evaluated at air temperature, not at the wet surface temperature, 
as stated in L121, and then again in L144. I am aware that Yang and Roderick 
(2019) also used Ts, but it would be worth pointing out here that Penman (1948) did 
not. 

 
We have included page numbers for books. At equation (1), Penman’s equation, we 
explicitly point out that delta is taken at the air temperature. 
 
L131: I have not found that PT (1972) actually referred to Eq. 4 at all. They introduce alpha 
ad-hoc in their Eq. 5, so, as intuitive as it sounds, your statement may be misleading. 
 
Agreed, we have reworded that section. 
 
L264-: I do not understand this paragraph. What is the "realistic range of values" for each 
parameter, and how many values were randomly chosen? What does L266 mean? How 
was LE_e calculated? How is T0 obtained from the data for calculating the slope "at the wet 
surface temperature" in Eqs. 8, 9 and 11? 
 
In Section 3.2, we provide more information about the range of the parameters: 

Trial values of the parameters αc, aA, RH, and m, where αc is a constant (global) value of α were 
selected randomly from a range of reasonable values (that is, α ranged from 1 to 1.6 and aA, RH, 
and m all varied from 0 to 1). These values were used at all sites and times satisfying the wet 
surface condition. Three thousand values drawn randomly from these ranges were evaluated to 
determine the optimal parameter values. These optimal parameter values were used to 
estimate different versions of αest, namely αc, aA from (8); αRH from (9); and αm from (11). These 
αest values were compared to αref=LEref/LEe. The trial parameter values that minimized the root 
mean square difference (RMSD) between αest and αref were taken to the be tuned parameter 
values; the values of αest will be called the best-fit values. 

 
Just below (12) we noted that,  
 

“The wet surface temperature in (12) is T0, which can be easily found from (12) with a numerical 
root finder. Equation (12), thus solved provides the wet surface temperature T0 from data taken 
from either saturated or unsaturated surfaces (Szilagyi and Schepers, 2014)” 



 
L274-: Why were again new parameter values fitted for the use in the CR? 

 
Please see explanation above 
 
L283: This would be better off in the figure caption instead of the main text. 
 
This discussion of information contained in the text of figures has been moved to the figure 
caption. 
 
L356 and throughout: I find the use of the word "optimize" very confusing here. It seems 
that you are referring to the target variable you want to reproduce, as the "optimized" 
variable. Most readers would associate with "optimized" variable the variable that is being 
tuned. Why not write "parameter values that reproduce observed alpha" instead of 
"parameter values that optimize estimation of alpha"? And then you could refer to the 
variables that you actually tuned as either "tuned" or "calibrated". 
We’ve adopted the term “tuned” to refer to parameter values that provide the “best fit” of 
estimates to reference values, and the “best fit” is defined to be the smallest RMSD value. 
 
L360-: If the parameters have to be re-calibrated depending on the context, this would 
suggest to me that they actually don't have a consistent meaning. Why was the CR not 
applied using the parameters obtained in the previous step? 
 
We have now addressed this below your second comment. 
 
L362-: This paragraph is hard to understand. What do you mean by "estimated correctly"? 
What is a "correct" value of alpha? What do you mean by "the LE_PT estimate LE_est may 
not adequately represent..."? 
 
This section has been reworded 
 
L372: This is the first time you mention the term "iso-enthalp". It would be good to explain 
what it means. 
 
Yes, we’ve changed it to “isenthalp” and defined it as a line of constant available energy on 
a (T, e) graph. 
 
L384: The RMS errors are similar, but the slopes of the correlation are quite different. It is 
actually not clear whether RMSE refers to the fitted curve or to the 1:1 line. In the former 
case, RMSE does not say much about how well one variable reproduces the other. 
 
RMS is based on (reference – estimate)^2. That is, it refers to the 1:1 line. 
 
Tables 1-2: Please describe RMSE, R, S, I, NSE. What do you mean by "Optimized 
variable"? Actually calibrated variable or the variable to be reproduced? What do you mean 
by LE_w and LE? I thought that LE_ref was observed LE filtered for wet conditions, so not 
sure what is the difference here. You also never mentioned the NSE in the methods, so this 
needs to be added. 
 



Please see our answer 5 responses up. Also, RMSD, R, S., I. and NSE are all defined 
clearly in the Figure 1 caption, Table 1 footnotes, Figure 3 caption, and Figure 4 caption. 
 
Fig. 1: The black lines are not visible. The caption does not explain the difference between 
plots in each column. Where are the reference values stated? 
 
The graphs have been re-plotted and the caption explains the different plots 
 
Fig. 3: What does alpha_est and alpha_ref refer to? Please mention that S is slope, I is 
intercept. 
The text now explains that alpha_est is values of alpha estimated from one of the “methods” 
or hypotheses, and alpha_ref is LEref/LEe. 
 
Fig. 4.: Please label the sub-plots as a, b, c, and d. Please also specifiy whether the RMS (I 
would call it RMSE) refers to deviations from the regression line or from the 1:1 line. The 
regression lines should also be visible. 
The subplots have been labeled. The RMSD is now fully explained. 
 


