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Abstract

While landscapes are broadly sculpted by tectonics and climate, on a catchment scale, sediment size the density of bedrock fractures can influence hillslope denudation rates and dictate the location of topographic highs and valleys. In this work, we used in situ 10Be cosmogenic radionuclide analysis to measure the denudation rates of bedrock, boulders, and soil, in three granitic landscapes with different climates in Chile, with the hypothesis that bedrock and boulders erode slower than soil, and that high fracture density reduces grain size and increases denudation rates. To evaluate denudation rates, we present a simple model that assesses differential denudation of boulders and the surrounding soil, considering boulder protrusion. We
found that hillslope bedrock and boulders consistently erode more slowly than soil in two out of three of our field sites, which have a humid and a semi-arid climate. Denudation rates range from \( \geq 5 \) to 15 m Myr\(^{-1} \) for bedrock and boulders and from \( \sim 8 \) to 20 m Myr\(^{-1} \) for soil. Furthermore, across a bedrock ridge in the humid site, denudation rates increase with fracture density. In the site with a humid and a semi-arid climate, denudation rates for boulders and soil are much higher (~40-140 m Myr\(^{-1} \)). We found that hillslope bedrock and boulders erode more slowly than the surrounding soil in the mediterranean climate; denudation rates for boulders and soil are much higher (~40-140 m Myr\(^{-1} \)), likely due to steeper slopes, but the bedrock denudation rate remains low (~22 m Myr\(^{-1} \)). We found that hillslope bedrock and boulders erode more slowly than the surrounding soil in the diffusively eroding study sites. Furthermore, across a bedrock ridge in the humid site, bedrock denudation rates increase with fracture density. Our findings suggest that bedrock patches and large hillslope boulders affect landscape morphology through inducing differential denudation. When occurring long enough, such differential denudation should eventually become lead to topographic highs and lows controlled by bedrock exposure and hillslope sediment size. Based on analysis of high-resolution digital elevation models of our field sites, we infer that bedrock fracture patterns set maximum grain sizes in our field sites, thus influencing hillslope denudation and stream incision. Accordingly, we observe that streams in our field sites follow the orientation of at least one major fault orientation. We thus infer that bedrock fracture patterns set maximum grain sizes in our field sites, thus influencing hillslope denudation and stream incision. Accordingly, these results imply that tectonically-induced fractures and faults dictate landscape evolution through reducing grain size and thus enhancing differential denudation rates.

1 Introduction

Landscapes on Earth are shaped by tectonic uplift and climate, which dictate erosional and weathering regimes over geologic timescales. When uplift and climate are held constant
sufficiently long, fluvial landscapes reach a steady state, in which the slopes of hills and stream
channels adjust so that denudation rates match tectonic uplift rates (e.g. Burbank et al., 1996;
Kirby and Whipple, 2012). Variations in bedrock strength and the grain size of hillslope
sediment, however, exert additional control on the morphology of hills and valleys (e.g. Attal et
al., 2015; Glade et al., 2017). Initially, hillslope sediment size is set by lithology and the density
of fractures, which are formed due to tectonic and topographic stresses (e.g. Molnar et al., 2007;
St. Claire et al., 2015; Roy et al., 2016; St. Claire et al., 2015; Sklar et al., 2017). Near the earth
surface, water, often carrying biotic acids, infiltrates bedrock fractures and promotes chemical
weathering that further reduces sediment size and converts bedrock to regolith (Lebedeva and
Brantley, 2017; Hayes et al., 2020). Therefore, long residence times of sediment in the
weathering zone (on a million-year timescale), being the consequence of slow erosion, may result
in complete disintegration of bedrock and the formation of saprolite and soil, whereas rapid
erosion and short residence times can lead to hillslope sediment size limited by fracture spacing
(e.g. Attal et al., 2015; Sklar et al., 2017; Attal et al., 2015; Roda-Boluda et al., 2018; van-Dongen
et al., 2019; Verdián et al., 2021). A spectrum between these end-members can also exist within
one catchment, especially where variations in lithology, fracture density or elevation cause spatial
differences in the rate and/or extent of weathering rates (e.g. Sklar et al., 2020). Where
weathering does not completely disintegrate the bedrock, boulders, or corestones, can be found
embedded in hillslope sediment can be in the form of corestones, or once exhumed, boulders,
that have, with an initial a maximum size set by the spacing of bedrock fractures (Fletcher and
Brantley, 2010; Buss et al., 2013; Sklar et al., 2017; Fletcher and Brantley, 2020; Buss et al., 2013).
Here we focus on the effects of such boulders on differential denudation and
landscape morphology on hillslopes with mixed cover of soil, boulders and bedrock,
Soil-mantled hillslopes are typically considered to be dominated by diffusive processes, for which conceptual models and geomorphic transport laws are relatively well-established (e.g., Dietrich et al., 2003; Perron, 2011). However, these models generally assume uniform hillslope material and do not account for the exhumation of larger boulders through the critical zone. We refer to large hillslope sediment as boulders, but they could also be considered corestones, or large bedrock outcrops. Neely et al. (2019) recently addressed erosion and soil transport on mixed bedrock and soil-covered hillslopes using a nonlinear diffusion model, assuming the same denudation rate for bedrock and soil. Fletcher and Brantley (2010) modeled the reduction in the size of corestones due to chemical weathering as they are exhumed through the weathering zone, although this model does not consider the corestones’ effect on differential erosion. Often, however, bedrock and large boulders protrude above the surrounding soil, indicating that they are eroding more slowly than the soil. Indeed, studies have shown that average, and that denudation rates of bedrock outcrops and hillslope boulders are often lower than catchment average and soil denudation rates (e.g., Bierman, 1994; Heimsath et al., 2000; Granger et al., 2001; Portenga and Bierman, 2011). Once exposed, larger boulders require greater forces to be moved, which can be achieved by steepening slopes (Granger et al., 2001; DiBiase et al., 2018; Neely and DiBiase, 2020), or by lengthening residence time until subaerial weathering has decreased their size sufficiently to be transported downslope. During this prolonged residence time, boulders can shield hillslopes from erosion (Glade et al., 2017; Chilton and Spotlia, 2020), and stream channels from incision (Shobe et al., 2016; Thaler and Covington, 2016). In terrain where spatial gradients in bedrock fracture spacing result in spatial gradients of hillslope sediment size, it is thus reasonable to expect that the resistance of surface boulders to weathering and transport ought to retard erosion locally.
resulting in spatially differential erosion. Moreover, because smaller blocks are easier to move also more easily transported in fluvial systems (Shobe et al., 2016), we would expect that rivers preferentially incise in zones of more intensely fractured rocks (Buss et al., 2013), that align with the orientation of faults (Molnar et al., 2007; Roy et al., 2016).

To address these gaps in understanding, in this study we provide a new framework for measuring and assessing differential denudation of boulders and the surrounding fine-grained regolith on hillslopes, and also discuss the extent to which bedrock fracturing affects sediment size, denudation rates, and stream incision. We

In this study, we examined the role of fractures and hillslope boulders on landscape evolution by quantifying bedrock, boulder, and soil denudation rates in three different areas along the granitic Coastal Cordillera of Chile with different climates and erosional regimes, using in situ cosmogenic $^{10}$Be. By developing a simple model to convert $^{10}$Be concentrations from boulders into soil and boulder denudation rates and by examining our field sites for signs of fracture control on landscape morphology, we explored the following hypotheses: a) hypothesis that on a hillslope, boulders affect differential erosion by eroding more slowly than the surrounding soil, with the corresponding null hypothesis that no difference exists between soil and boulder denudation rates. We make the simplifying assumptions that soil denudation rates remain constant over the time period that a boulder is exhumed, and over long time periods, denudation rates throughout the landscape vary according to whether boulders or soil are exposed at the surface. In addition, following the logic outlined above, we additionally examined our field sites for signs of fracture control on landscape morphology with the hypothesis that, and b), more highly fractured bedrock is more susceptible to denudation erosion and stream incision than intact bedrock.
2 Field sites

The Chilean Coastal Cordillera, a series of batholiths in the forearc of the Andean subduction zone, lies along a marked climate gradient with humid conditions in the south and hyper-arid conditions in the north (Fig. 1). The Andean subduction zone, in which the Nazca Plate subducts under the South American Plate, has been active since at least Jurassic times (e.g., Coira et al., 1982). In this study we investigated three field sites along the Coastal Cordillera from south to north: Nahuelbuta National Park, (NA), with a humid-temperate climate, La Campana National Park (LC), with a mediterranean climate, and Private Reserve Santa Gracia (SG), with a semi-arid climate (Fig. 1). NA and SG have mostly convex, mostly-diffusively-eroding hillslopes, while hillslopes in LC are steeper and landslides have been observed (van Dongen et al., 2019; Terweh et al., 2021). All three sites are underlain by granitoid bedrock (Oeser et al., 2018), none show any signs of former glaciation, and all are located on protected land, away from major human influence, such as mines, dams, and large infrastructure. In all three sites, denudation rates from $^{10}$Be cosmogenic radionuclide analysis have been reported by van Dongen et al. (2019) (catchment average rates), and Schaller et al. (2018) (soil pits).

NA is located on an uplifted, fault-bounded block (plateau), an unusually high part of the Coastal Cordillera with a mean elevation of ~1300 m above sea level. All of the measurements in this work are from the plateau (~9° mean slope). Tectonic uplift rates in NA increased from 0.03–0.04 to >0.2 mm year$^{-1}$ at 4±1.2 Ma (Glodny et al., 2008), a shift that is appears to be also recorded by knickpoints in streams that drain the plateau. All of the measurements in this work are from the plateau (~9° mean slope), and are above knickpoints. $^{10}$Be-derived denudation rates are around 30 m Myr$^{-1}$ (Schaller et al., 2018; van Dongen et al., 2019), indicating that denudation rates on the NA plateau have not yet adjusted to the higher uplift rates. The main catchment in LC has a mean elevation of 1323 m with a mean slope of 23°, and regional uplift rates are estimated...
to be <0.1 mm yr$^{-1}$ (Melnick, 2016). Van Dongen et al. (2019) reported a catchment average
denudation rate of ~200 m Myr$^{-1}$ for a sub-catchment in LC, whereas Schaller et al. (2018)
reported soil denudation rates of 40-55 m Myr$^{-1}$. In SG, the mean elevation is 773 m above sea
level, the mean slope is 17.2°, and uplift rates are <0.1 mm year$^{-1}$ (Melnick, 2016). Previously
reported $^{10}$Be-derived denudation rates are ~9-16 m Myr$^{-1}$ (Schaller et al., 2018; van Dongen et
al., 2019).

3 Methods

3.1 In situ $^{10}$Be analysis

3.1.1 Sample collection

We collected samples for cosmogenic $^{10}$Be analysis from bedrock, boulders, and soil to
estimate denudation rates from in our field sites, targeting hillslopes near previously-collected
catchment average and soil pit samples from van Dongen et al (2019) and Schaller et al. (2020).

All sample locations are shown in Figure 1. Bedrock samples were taken using a hammer and
chisel from an area of up to ~20 m × 20 m (on ridge tops or hillslopes) and consist of an
amalgamation of at least ten chips (~25 cm$^2$ and <2 cm thick), with which we aim to obtain
representative mean values of denudation rates that are potentially variable due to episodic
erosion by spalling rock chips (Small et al., 1997). Similarly, for boulder samples, one chip was
taken from the top of each of at least ten similarly-sized boulders and amalgamated for an area of
up to ~40 m × 40 m, depending on boulder abundance. We targeted boulders that appear to be in
situ (essentially, exhumed corestones), based on the observation that they are tightly imbedded in
the ground. We acknowledge that it is possible that some of the larger sampled boulders are
connected to bedrock roots, and that it is also possible that some boulders are not in situ, despite
our best efforts. In places with many various-sized boulders, we collected samples from different protrusion heights (~1-m tall boulders, ~0.5-m tall boulders, etc.). Each sampled boulder was measured along the a, b, and c axes, as far as discernible, and the protrusion height was noted (see Table 1). The protrusion height of each boulder was also measured; to do this, we measured each boulder once from the center of the top of the boulder to the ground. Each protrusion height value in Table 1 consists of an average of at least ten boulders of similar protrusion heights (the same boulders that we sampled for one amalgamated sample for cosmogenic radionuclide analysis). Boulders on sloping surfaces typically show varying protrusion heights, with higher values downslope and lower values upslope. In such cases, we measured protrusion at the sides of boulders. Occasionally, we observed that upslope protrusion was further reduced by sediment pooling trapping upslope of sampled boulders on slopes; however we did not observe any significant variation in protrusion heights on the upslope versus downslope side of sampled boulders. Topsoil samples were also collected by amalgamation in the area surrounding the sampled boulders.

In NA, we collected five bedrock samples from an area called “Piedra de Aguila” from outcrops with different fracture densities, and measured fracture spacing by stringing a measuring tape along the bedrock surface and measuring the distance between fractures that were at least 1 mm wide (Fig. 2A1 and 2A2B). We further collected six boulder samples and three soil samples from the ridge and hillslope of “Cerro Anay” (Fig. 1 and 2A3C), an area called “Casa de Piedras”, and a hillslope near the soil pits that were sampled by Schaller et al. (2018). In LC and SG, we were not able to collect samples at variably fractured bedrock outcrops directly measure fracture density due to rarely exposed bedrock. In LC, we took one bedrock sample, two boulder samples and two soil samples from the ridge and slope of “Cerro Cabra” (Fig. 1 and 2B1D), and three boulder samples and three soil samples from the ridge, upper slope, and lower slope of
Cerro Guanaco (Fig. 1 and 2B3F). In SG, we took four boulder samples and three soil samples from the ridge and slope of a hill we termed "Santa Gracia Hill," which also hosts the soil pits of Schaller et al. (2018) (Fig. 1C2H, and 2C3I), and two boulder samples and one soil sample from the ridge of Zebra Hill (Fig. 2C1).

3.1.2 Analytical methods

We dried, crushed, and sieved amalgamated bedrock and boulder samples for quartz mineral separation, and dried and sieved soils, each to 250-500 micrometer particle size, or to 250-1000 micrometers if the 250-500 micrometer sample amount wasn’t sufficient. We used standard physical and chemical separation methods to isolate ~20 g of pure quartz from each sample. After spiking each sample with 150 μg of $^9$Be carrier and dissolving the quartz in concentrated hydrofluoric acid, we extracted Be following protocols adapted from von Blanckenburg et al. (2004). $^{10}$Be/$^{9}$Be$_{\text{carrier}}$ ratios were measured by accelerator mass spectrometry at the University of Cologne, Germany (Dewald et al., 2013). Sample ratios were normalized to standards KN01-6-2 and KN01-5-3 with ratios of $5.35 \times 10^{-13}$ and $6.320 \times 10^{-12}$, respectively. Final $^{10}$Be concentrations were corrected by process blanks with an average Be/$^{10}$Be$_{\text{carrier}}$ ratio of $(2.21 \pm 0.25) \times 10^{-14}$.

3.1.3 Denudation rate calculations

In order to calculate denudation rates from the measured $^{10}$Be concentrations, we evaluated bedrock, boulder, and soil samples differently. Bedrock samples present the simplest case, in which we assumed steady state erosion and calculated bedrock denudation rates ($\epsilon_{br}$) using the CRONUS online calculator v2.3 (Balco et al., 2008). The steady state assumption is based on our amalgamated sampling, and follows the results of Small et al. (1997), who showed
that an amalgamation of several individual bedrock samples is a reasonable approximation of the long-term average denudation rate in episodically eroding settings.

Boulder and soil samples require a more nuanced assessment. Boulders protrude above the ground surface, which implies that the lowering of the ground surface (i.e., the soil denudation rate, $\epsilon_s$) is faster than the lowering of the boulder’s surfaces (i.e., the boulder denudation rate, $\epsilon_b$) (Fig. 3). Thus, even while they are buried and covered by soil (or saprolite), boulders are exposed to cosmic rays for a significant amount of time prior to breaching the surface (Fig. 3A). We refer to this time span as phase 1. When boulders breach the surface, they should have a concentration similar to that of the surrounding soil (Fig. 3B). As boulders are exposed during phase 2, nuclide production and decay continues, but it takes time for the boulder surfaces to attain a $^{10}$Be concentration that is in equilibrium with the slower boulder denudation rate. Thus, we expect that the measured concentrations from the tops of boulders are combinations of the two different phases in which $^{10}$Be is accumulated at different rates (first a rate corresponding to the soil denudation rate, and after exhumation, a rate corresponding to the boulder denudation rate). Converting the $^{10}$Be concentrations of soil samples collected from around the boulders to a denudation rate also requires a special approach, as these samples include an unknown number of grains eroded off boulders, which ought to increase the $^{10}$Be concentration, due to the slower denudation rate of boulders, as compared to soil.

Because of the above complications, we used an approach to estimate the soil and boulder denudation rates that considers the measured boulder protrusion heights and their measured $^{10}$Be concentrations. We first calculated the modelled $^{10}$Be concentrations ($N_{modelled}$, in atoms g$^{-1}$) by approximating the production rate profile with a combination of several exponential functions (e.g., Braucher et al., 2011) during the two different phases:
modelled = \sum_{i} \frac{P_i(0)}{\lambda + \frac{\epsilon_b \rho}{A_i}} e^{-t_2 \lambda} + \sum_{i} \frac{P_i(0)}{\lambda + \frac{\epsilon_b \rho}{A_i}} \left[ 1 - e^{-t_2 (\lambda + \frac{\epsilon_b \rho}{A_i})} \right]

(1),

where $i$ indicates different terms for the production by spallation, fast muons, and negative muons; $P_i(0)$ are the site-specific $^{10}$Be surface production rates in atoms g$^{-1}$ yr$^{-1}$ for the different production pathways (Table 1); $\lambda$ is the $^{10}$Be decay constant (4.9975 $\times$ 10$^{-7}$); $\epsilon_b$ is the boulder denudation rate (cm yr$^{-1}$); $\rho$ is the boulder density (here we use a value of 2.6 g cm$^{-3}$ for all samples); and $A_i$ is the attenuation length scale (160 g cm$^{-2}$ for spallation, 4320 g cm$^{-2}$ for fast muons, and 1500 g cm$^{-2}$ for negative muons, respectively; Braucher et al., 2011). $\rho$ is the boulder density, and here we use a value of 2.6 g cm$^{-3}$ for all samples. Although the density of soil and saprolite layers would be lower, we do not have information on the thickness of these layers at each field site, and soil depth is often highly variable throughout granitic landscapes (e.g. Callahan et al., 2020). In addition, we do not have information about the material that has already eroded from around the evaluated boulders (Balco et al., 2011). Surface production rates by spallation are based on a SLHL (sea level high latitude) reference production rate of 4.01 atoms g$^{-1}$ yr$^{-1}$ (Borchers et al., 2016) and the time-time constant spallation production rate scaling scheme of Lal (1991) and Stone (2000) (‘St’ in Balco et al., 2008). Surface production rates by both fast and negative muons were obtained using the MATLAB-function ‘P_mu_total.m’ of Balco et al. (2008). Topographic shielding at each sampling site was calculated with the function ‘toposhielding.m’ of the TopoToolbox v2 (Schwanghart and Scherler, 2014) and 12.5-meter resolution ALOS PALSAR-derived digital elevation models (DEMs) from the Alaska Satellite Facility.
In equation 1, the first term represents phase 1 and the second term represents phase 2, with $t_2$ being the exposure time of the boulder, calculated from the height of the boulder ($z$) divided by the difference between the soil denudation rate and the boulder denudation rate:

$$t_2 = \frac{z}{(\epsilon_s - \epsilon_b)}$$

(2)

For each sample and associated average boulder protrusion height, we modelled $^{10}$Be concentrations with equation 1 for different combinations of soil and boulder denudation rates that we allowed to vary between 5 and 50 m Myr$^{-1}$ (NA and SG), between 3 and 50 m Myr$^{-1}$ (SG), and between 10 and 300 m Myr$^{-1}$ (LC), guided by previously published denudation rate estimates (Schaller et al., 2018; van Dongen et al., 2019). We consider permissible denudation rates as those for which the difference between the modelled and observed $^{10}$Be concentrations is less than the measured 2σ concentration uncertainty.

This is an idealized model that rests on several assumptions; 1) the landscapes are in a long-term steady state where denudation is locally variable as boulders and bedrock are exhumed in different locations, but this variation is around a long term stable average; 2) soil denudation rates remain steady over the course of boulder exhumation; 3) boulders are in situ and have not rolled downhill, and 4) boulder have not been intermittently shielded during their exhumation. Assumptions 3 has a higher chance of being violated on steep slopes or where boulders are tall, and assumption 4 is more likely violated where boulders are densely clustered. These scenarios are discussed in more detail in section 5.1.

3.2 Topographic analysis

To test if stream orientations in our field sites follow fault orientations, we analyzed the orientations of streams using one-meter resolution LiDAR DEMs (Kügler et al., 2022). Within each DEM, we first calculated stream networks based on flow accumulation area thresholds of
10^4, 10^5 and 10^6 m². The lowest threshold was determined based on the occurrence of incised channels visible in the DEMs. We then used the TopoToolbox function ‘orientation’ with a default smoothing factor (K) of 100, to obtain the orientation of each node in the stream network. Fractures in the field can only be seen where there are bedrock outcrops, which are generally scarce. Therefore, we decided to refer to the orientation of faults, as depicted in geological maps, with the assumption of similar orientation (Krone et al., 2021; Rodriguez Padilla et al., 2022). To obtain the orientation of mapped faults, we extracted faults within ~50 km of each sampling site from a 1:1,000,000-scale geological map from Chile’s National Geology and Mining Service in ArcGIS (SERNAGEOMIN, 2003). Fault orientations were measured for straight fault segments with a length of 100 m. Because we are only interested in the strike of streams and faults, all orientations lie between 0° and 180°. For displaying purposes in rose diagrams, we mirrored these values around the diagram origin by duplicating values and adding 180°.

4 Results

4.1 \(^{10}\text{Be}\) concentrations

Measured \(^{10}\text{Be}\) concentrations span a wide range of values, and are generally lowest in LC and higher in NA and SG (Table 1). Within NA, we observe the lowest averaged \(^{10}\text{Be}\) concentrations (normalized to SLHL) for soil samples (μ ± 2σ = 1.41×10^5 ±0.634×10^5 atoms g⁻¹), followed by bedrock samples (2.19×10^5±0.0736×10^5 atoms g⁻¹) and boulder samples (2.82×10^5±0.0841×10^5 atoms g⁻¹) (Fig. 4A). In NA at Piedra de Aguila, where we were able to measure fracture spacing in areas with exposed bedrock, the \(^{10}\text{Be}\) concentrations of samples from fractured bedrock decrease with increasing fracture density (Fig. 5A). One boulder sample from the slope of Soil Pit Hill stands out with a concentration that is lower than most soil samples. Similar, but slightly higher average values as in NA are attained in SG, with soil samples
(2.24±0.11)×10^5 atoms g^-1) being lower than boulder samples (4.22±1.70×10^5 atoms g^-1) (Fig. 4C). Only in LC are the averaged differences between averaged soil and boulder samples (0.82±0.04×10^5 atoms g^-1) small and with 2σ error, within uncertainties (Fig. 4B). In addition, at 3 out of 5 sampling locations in LC, boulders have lower concentrations than adjacent soil samples, inconsistent with the assumption that $\varepsilon_s < \varepsilon_b$ (see section 3.1.3). However, our single bedrock sample from LC has a higher concentration of 1.38±0.16×10^5 atoms g^-1. Finally, in all three field sites NA and SG, boulder samples from slope locations have usually lower average $^{10}$Be concentrations compared to boulder samples from ridge locations, when accounting for their protrusion height as a relative indicator for exposure time. An exception is again found in LC, at Cerro Cabra. Again, in LC this pattern does not hold. Finally, we do not observe a significant trend between $^{10}$Be concentration and protrusion height (Fig. 5C); however, there is a relationship between protrusion height and slope for LC (Fig. 5D).

### 4.2 Bedrock, boulder, and soil denudation rates

Bedrock denudation rates in NA range from 8.53±0.60 m Myr^-1 to 18.64±1.40 m Myr^-1, and the LC bedrock sample yielded a denudation rate of 22.28±2.62 m Myr^-1. We modelled boulder ($\varepsilon_s$) and soil denudation rates ($\varepsilon_s$) using the approach described in section 3.1.3 for all boulder samples that have higher concentrations than the adjacent soil concentrations. We address locations where $^{10}$Be concentrations are higher in soil compared to boulder samples in the discussion (three locations in LC and one in NA). In contrast to the bedrock denudation rates, modelled boulder and soil denudation rates have no unique solution, and their ranges of possible denudation rates are more complex (Fig. 6). The ranges of denudation rates, illustrated by the curves in Fig. 6, are comprised of values for which the difference between the measured and
modelled $^{10}$Be concentrations are less than the measured 2σ $^{10}$Be concentration uncertainty, where modelled $^{10}$Be concentrations are based on Eq. 1. Each colored band represents one amalgamated boulder sample (such as 1-meter-protruding boulders from the ridge of Cerro Anay). The x-axis shows the range of modelled boulder denudation rates, and the y-axis shows the range of modelled soil denudation rates. However, not every combination within the range plotted in Fig. 65 is plausible. For example, the part of the colored bands in Fig. 65 that is close to the 1:1-line (edge of the gray area) exists because at very low differential denudation rates (differences between soil and boulder denudation rates), phase 2 gets very long so that the boulder denudation rate dominates the resulting concentration and approaches the value one would obtain when neglecting the first term on the right side in Eq. 1. We argue that differential denudation rates of less than ~1 m Myr$^{-1}$ are highly unlikely, as it would take ~1 Myr to exhume a boulder of only 1 m in height above the soil, while simultaneously eroding many times more soil and boulder material.

In NA, permissible modelled soil denudation rates range from ~13 to 37 m Myr$^{-1}$ and permissible modelled —boulder denudation rates range from ~5 to 20 m Myr$^{-1}$ (Fig. 65A). Three samples that were taken from the same ridge at Cerro Anay (Fig. 2A3C and 4A) all overlap in denudation rate despite varying protrusion heights. These samples also overlap with a sample from Casa de Piedras, and together indicate a rather narrow range of soil and boulder denudation rates of ~15-20 m Myr$^{-1}$ and ~10-15 m Myr$^{-1}$, respectively. Only the mid-slope sample from Cerro Anay has higher modelled soil and boulder denudation rates. In LC, modelled boulder and soil denudation rates that are consistent with the measured $^{10}$Be concentrations extend to much higher values compared to the other field sites (40-140 m Myr$^{-1}$; Fig. 6B) and the two solutions do not overlap. In SG, permissible modelled denudation rates are similar in magnitude to results from NA (Fig. 65C); soil denudation rates range from ~240 to 28 m Myr$^{-1}$ and boulder
denudation rates range from ~4.5 to 23 m Myr\(^{-1}\). Samples taken from the ridge of Santa Gracia Hill (Fig. 2C and 4C) have permissible modelled soil and boulder denudation rates that overlap at values of ~12-15 m Myr\(^{-1}\) and ~10-12 m Myr\(^{-1}\), respectively, whereas samples from the ridge of Zebra Hill also overlap at ~4.5-5.5 m Myr\(^{-1}\) for boulders and ~6.5-7.5 m Myr\(^{-1}\) for soil. Samples from the slope of Santa Gracia Hill have higher modelled soil denudation rates, when considering very low differential denudation rates unlikely. We further discuss the most plausible ranges of denudation rates in sections 5.1 and 5.2.

### 4.3 Fault and stream orientations

Fault orientations in our field sites, based on straight segments of 100 m (8,731 segments for SG, 6,572 segments for LC, and 6,214 segments for NA), generally have at least one dominant orientation that aligns with stream orientations (Fig. 76). Stream orientations depend on the flow accumulation threshold: at smaller thresholds (10^4 m\(^2\)), many abundant small streams are selected, giving yield a large wide distribution of orientations that seems to reflect the shape of the catchment as a whole. At a high flow accumulation threshold (10^6 m\(^2\)), the derived stream networks comprise only the largest channels and their orientation is strongly controlled by the orientation and tilt of the drainage basin. This can be seen clearly in NA, where the east-west oriented trunk stream is weighted heavily. In SG, faults and stream orientations match each other well, both trending north-south. In LC and NA, one of two regional fault orientations matches stream orientations, and faults closest to the field sites more closely match dominant stream orientations (red faults in Fig. 76). Specifically, in LC, the dominant orientations for the regional faults are roughly northeast and secondarily northwest, whereas streams are generally oriented...
northwest. In NA, faults generally have east-west and northwest-southeast orientations, and streams with an accumulation threshold above $10^4$ follow an east-west orientation.

5 Discussion

5.1 Deciphering the true denudation rates of boulders and soil

Our model results show that there exist no unique combination of soil and boulder denudation rates for any particular site (Fig. 5). Which, then, are the most likely combinations of boulder and soil denudation rates? The answer depends on the characteristic exhumation histories of the boulders, and events that could have influenced the accumulation of $^{10}$Be during the course of exhumation. In order to narrow down the ranges of denudation rates for boulders and soils investigated in this study, we address several complicating factors, such as shielding and toppling of boulders, and compare measured and modelled $^{10}$Be concentrations of soils to each other.

5.1.1 Shielding and toppling of boulders

When sampling, there exist two ways to inadvertently introduce bias into our approach of determining boulder denudation rates: (1) sampling of material boulders that remains in situ, but that has been previously shielded by soil or a other boulders, or and (2) sampling of a boulder that has toppled or rolled downhill, and that are no longer in situ. In either case, the actual production rate for the sample would be lower than assumed, leading to an artificially high denudation rate estimate. Shielding by boulders is more likely in areas where there are tall, densely-clustered boulders, or at protruding bedrock outcrops such as Piedra de Aguila, where we measured a very low $^{10}$Be concentration in sample NB-BR4 (Table 1; Fig. 4A). This sample was taken from a
bedrock knob close to a cliff in an area accessed by tourists; it is possible that the low
collection of our sample is due to shielding by boulders or bedrock blocks that toppled, or
were manually moved from the sampled area.

Boulders in steeply sloping areas are more likely to be shielded by soil or topple downhill.
The second scenario is more likely in areas with steep slopes. In LC, where slopes are generally
steeper than the other field sites, it is possible that some boulders were not in situ when we
sampled them: they could have rolled or been overturned on the steep slopes, uncovering a side
that was previously shielded. They could have also been transiently shielded by soil coming from
upslope (Fig. 2B3). In addition, there is a significant relationship between protrusion height and
hillslope angle for LC boulders, indicating that boulders on steeper slopes are either smaller, or
may be partially buried by upslope soil (Fig. 5D). Indeed, three boulder samples from LC (LC2,
LC4, and LC18; Table 1) have measured ¹⁰Be concentrations that are lower than the surrounding
soil, violating our model assumptions, and suggesting that the sampled boulder surfaces were
shielded. Two of these amalgamated boulder samples (LC4 and LC18) were collected from
slopes with rather high angles of 27° and 18°, respectively, and therefore could have include
topped downslope boulders. But Boulder sample LC2 however was collected on a ridge with
a relatively lower slope of 9° (Table 1). For LC2In that case, the low ¹⁰Be concentration could
stem from shielding by stacked boulders (scenario 1). In NA, one boulder sample (NA15; Table
1) also has a very low ¹⁰Be concentration and was not included in the model. We did not collect a
soil sample near the boulder sample NA15, and instead compared its concentration to the adjacent
surficial soil pit sample of Schaller et al. (2018). Because these samples were not taken exactly
next to each other, there exists some ambiguity in this comparison. However, the relatively low
¹⁰Be concentrations of sample NA15 when compared to other boulder samples in NA suggests

issues that could be related to shielding or toppling of boulders. Over long timescales, we expect
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all sampled boulders to be fully exhumed and either weather away completely in place or topple down the hill, eventually ending up in streams where they would be exported from the catchment at a later stage. It is plausible that such a cycle of boulder exposure, exhumation, and transport has operated in the past and will continue into the future. In LC, due to higher hillslope angles and overall higher denudation rates, this cycle seems to be occurring at a faster rate, probably leading to a higher chance of the sampling of boulders that have more recently been exhumed and rolled downhill.

5.1.2 Most likely plausible ranges for modelled denudation rates

Most of our soil samples, have measured $^{10}$Be concentrations that are similar to agree well with modelled $^{10}$Be concentrations calculated using our modelled denudation rates (Table 2), supporting suggesting the reliability of the model results assumptions to be reasonable. Positive or negative deviations are expected, however, because (1) soil samples we collected in the field are most likely a mixture between lower concentrations in soil that is directly exhumed from below, and higher concentration grains eroded from the surrounding boulders, and (2) soil surrounding boulders could be blocked from moving downslope by the boulders themselves (as shown in Glade et al., 2017), which would lower the rate of slow down soil transport and raise soil $^{10}$Be concentrations. (3) we did not account for shielding of soil by the surrounding boulders, which would lower production rates, and (4), the density of material that eroded from around boulders as they were exhumed could have been lower or variable, whereas for the model we used a uniform density for boulders and soil. If case 4 were true, the modelled soil denudation rates would be lower than they should be (or modelled soil concentrations would be higher than they should be). However, in most cases, the modelled soil concentrations are slightly lower than the measured soil concentrations, which suggests that cases 1 or 2 are common in our field sites.
In one case (Casa de Piedras in NA), the measured soil $^{10}$Be concentration is significantly lower than the modelled soil $^{10}$Be concentration (Table 2). If the soil was eroding as fast as our measured soil samples indicate, the boulders should be protruding higher. However, Casa de Piedras has a high density of tall boulders. The observed discrepancy could be caused by boulders shielding the soil directly surrounding it from cosmic rays, or by eroding chips with low $^{10}$Be concentrations of shielded parts of the boulders, perhaps from the base, that erode-fall directly into the soil.

Another discrepancy exists in the relationship between measured $^{10}$Be concentrations and protrusion heights of our sampled boulders. No significant relationship exists between protrusion height and $^{10}$Be concentration for all samples plotted together (Fig. 5C); this is to be expected as each individual site has a unique local denudation rate. On the other hand, one would expect a relationship between protrusion and concentration for boulders sampled from the same site (i.e. at Cerro Anay ridge in NA, and Santa Gracia Hill and Zebra Hill in SG). At Santa Gracia Hill and Zebra Hill, taller boulders have a higher $^{10}$Be concentration, as expected, but the highest-protruding boulder sample from Cerro Anay has a lower concentration than the second-tallest sample, perhaps due to toppling of pieces of the tallest boulders. The differential erosion rate between boulders and soil at Cerro Anay ridge is also one of the highest for NA at 5 m Myr$^{-1}$ (Table 2), indicating relatively rapid exposure of boulders that may raise the risk of boulder toppling. However, there is an overlap in the modelled denudation rates of all three boulder and soil sample pairs from Cerro Anay ridge (Fig. 6A).

The lack of a trend between boulder protrusion height and $^{10}$Be concentration could also be due to changing soil denudation rates over time. Taller boulders and boulders with longer residence times (such as those on the slope of Cerro Anay Hill in NA and the slope of Santa Gracia Hill in SG; Table 2), were exhumed during one or more glacial-interglacial cycles; during
such climatic transitions, soil denudation rates could have changed. Along this vein, similarly, Raab et al. (2019) found suggested that soil denudation rates surrounding tors in southern Italy shifted in conjunction with climate changes over the course of their exhumation (around 100 ka). However, our method approach provide yields an average soil denudation rate over the time of boulder exhumation; therefore, we can only speculate whether soil denudation rates were variable. Carretier et al. (2018) analyzed erosion denudation rate data for Chile averaged over decadal and millennial timescales, and found that millennial denudation erosion rates are higher than decadal erosion rates, with the highest discrepancy between integration time periods being in the arid north. However, the authors suggest that this discrepancy is related to increased stochasticity of erosion in arid regions; millennial erosion rates reflect many stochastically erosive events, such as 100-year floods, that decadal rates do not pick up record.

Given the above caveats and uncertainties, next we attempted to identify the most likely plausible range of denudation rates for each sample type and location for all modelled denudation rates. Specifically, we chose identified most plausible denudation rate ranges for samples on Cerro Anay ridge and Casa de Piedras based on their overlap with each other, for samples on Cerro Anay slope based on their overlap with sample NA9 on Cerro Anay ridge, and ranges for Santa Gracia hill ridge and slope and Zebra Hill ridge based on the overlap of modelled rates for each location, respectively (Fig. 6). For LC we chose regard denudation rates near the center of the modelled curves in Figure 5 to be most plausible, based on realistic reasonable expectations of differential erosion (section 4.2), and considering possible issues with shielding and toppling (section 5.1). These ranges are listed in Table 2 along with measured and modelled 10Be concentrations of soil samples, and are displayed in Fig. 8 along with previously published soil (Schaller et al., 2018) and catchment-average denudation rates (van Dongen et al., 2019). In the following section, we discuss the erosional processes that may account for the differences and
similarities in denudation rates from bedrock, boulders, soil (this study and Schaller et al., 2018), and stream sediment (van Dongen et al., 2019) within each field site.

5.2 Processes controlling differential erosion

5.2.1 Nahuelbuta (NA).

In NA, (based on the modelled denudation rates that we regard to be most plausible), the slowest denudation rates occur on bedrock and boulders, likely because precipitation runs off quickly from exposed bedrock, limiting its chemical alteration (Eppes and Keanini, 2017) and weathering (Hayes et al., 2020), whereas soils erode faster. However, denudation rates for soil surrounding the sampled boulders are lower than denudation rates from the soil pit and the catchment average denudation rates. It is possible that boulders physically block soil from being transported downslope: where a dense clustering of exhumed boulders exists, the regolith will be thinner, and the boulders may likely retard soil erosion throughout the area in which they are clustered (Glade et al, 2017). Considering boulder protrusion and modelled differential erosion rates, boulders in NA are exposed over a long period (up to 640 Kyr), allowing time to affect the long-term transportation of surrounding soil downslope. Although we did not measure sediment damming upslope of boulders in the field, we did note a small amount of sediment damming for boulders on slopes. Away from exhumed boulders, where soil is thicker and slopes are steep enough, shallow landsliding can occur, as observed in NA by Terweh et al. (2021). In accordance with these observations, van Dongen et al. (2019) found that smaller grains in stream sediment were likely derived from the upper mixed soil layer, and the largest grains were likely excavated from depth, perhaps by shallow landsliding. The smaller grains have denudation rates similar to those presented in this study (Fig. 8), while larger grains have denudation rates similar to deeper soil pit samples from Schaller et al. (2018).
Finally, in NA, where bedrock fracture density is higher, denudation rates are also higher (Fig. 8), likely because precipitation infiltrates into fractures, accelerating chemical weathering, regolith formation (St. Claire et al., 2015; Lebedeva and Brantley, 2017), and subsequent vegetation growth, which introduces biotic acids that further accelerate chemical weathering (Amundson et al., 2007). We further speculate that large exhumed boulders in NA are also sites of less-fractured bedrock at depth, as boulders can only be as large as the local fracture spacing allows (e.g. Sklar et al., 2017). Based on the observed differences in soil, boulder, and fractured bedrock denudation rates in NA, and on previous studies that have correlated higher fracture density with more rapid erosion (e.g., Dühnforth et al., 2010; Dibiase et al., 2018; Neely et al., 2019), we suggest that bedrock fractures have an effect on NA’s morphology through grain size reduction and differential erosion. Further, the thicker soil cover and shallow landsliding on NA slopes may increase the discrepancy between slowly-eroding, less-fractured, bedrock and boulders versus more rapidly-eroding, vegetation-covered hillslopes, eventually causing bedrock and boulders to sit at topographic highs, as we observed in the field.

5.2.1.2 La Campana (LC)

In LC we observe the largest range of denudation rates between bedrock, boulders, soil, and stream sediment, and also the highest overall denudation rates of the three field sites. We suspect that both of these characteristics are related to slope angles, which are on average nearly twice as steep as in NA and SG (Table 1; van Dongen et al., 2019). It should be noted that the stream sediment samples were taken from an adjacent catchment that does not drain the hillslopes sampled in this study, and the generally low and wide-ranging $^{10}$Be concentrations in the stream sediment have been related to relatively recent landslides observed in the upper headwaters (van
Dongen et al., 2019; Terweh et al., 2021). However, steep slopes are pervasive throughout LC and lead us to suggest that shallow landslides are important erosional processes in this field site. In LC we frequently observed boulder samples with lower $^{10}$Be concentrations than adjacent soil samples (Table 1, section 5.1), which is inconsistent with our simple model of boulder exhumation (Fig. 3), and is possibly because the sampled boulders were not exhumed in situ (section 5.1.1). Landslides as observed in LC can bring down boulders in the processes of downhill movement, and may cause the excavation of larger blocks from greater depth before their size is reduced in the weathering zone. More vigorous mass wasting is consistent with larger average hillslope grain sizes for LC, as compared to NA and SG (Terweh et al., 2021). In general, the high relief, steep slopes, and high denudation rates suggest that tectonic uplift rates in LC could be higher than assumed for the nearby coast (Melnick, 2016). Modelled differential denudation rates between boulders and soil are the highest of all field sites, and therefore the time needed to reach the measured boulder protrusion heights is the lowest (23 and 7 Kyr; Table 2), suggesting relatively rapid turnover of boulder exposure and movement downslope. However, we did note some sediment damming by boulders on LC slopes (Fig. 2B3), and in all cases in LC the modelled soil denudation rates are lower than measured soil denudation rates, suggesting that boulders are locally suppressing soil denudation to some extent on LC slopes.

Finally, although the role that fracturing plays in LC is difficult to assess, note that our bedrock sample has a significantly lower denudation rate than boulders and soils (Fig. 8), despite being on a steep slope (Table 1). Rolling and toppling processes that may be relevant for LC boulders are highly unlikely for the bedrock patch, allowing its nuclide concentration to be high. Likewise, the boulder denudation rate from the ridge sample LC1, where the risk of toppling is likely the lowest, is similar to the bedrock denudation rate. Additionally, LC’s Mediterranean climate features frequent fires, which cause spalling of flakes off rock surfaces. While LC
boulders are surrounded by shrubs that occasionally burn, causing spalling of boulder surfaces.

In the semi-arid landscape of SG, as in humid temperate NA, boulders are eroding more slowly than the surrounding soil, but the differences in boulder and soil denudation rates are subtle. In addition, denudation rate differences between ridge and slope samples—possibly related to slope angle—are larger than the differences between boulders and soil. Furthermore, unlike in NA, our boulder and soil denudation rates are similar to the soil pit and catchment average denudation rates (Fig. 7), suggesting that erosional efficiencies are similar across different sediment sizes. Uniform $^{10}$Be concentrations across grain sizes is in accordance with absent landsliding (Terweh et al., 2021). Van Dongen et al. (2019) also measured relatively constant catchment average $^{10}$Be concentrations over seven grain size classes in SG (Fig. 7), which suggests that all grain sizes must have been transported from the upper mixed layer of hillslope soil, and that deep-seated erosion processes are unlikely in accordance with absent landsliding (Terweh et al., 2021). Thus, our results agree with previous findings that erosion in SG is likely limited to grain-by-grain exfoliation of boulders and the slow diffusive creep of the relatively thin soil cover on hillslopes (Schaller et al., 2018). When bedrock is exhumed, its long residence time on hillslopes allows it to weather slowly in place and reduce in size, with minimal transportation of weathered material by runoff and a low degree of chemical weathering and soil production (Schaller and Ehlers, 2022).

Such a narrow range of relatively low denudation rates indicates that very long time periods are necessary to produce relief between hilltops and valleys. Note, however, despite low uplift rates in SG, the total mean basin slope in SG is 17° compared to 9° in NA (van Dongen et al., 2019). This could be due to low MAP resulting in a low erosional efficiency in SG; in order
to achieve denudation rates that match uplift rates, slopes in arid climates must be steeper (Carretier et al., 2018). Although the differences in denudation rates between grain sizes is subtle in SG, soils have higher denudation rates than the boulders they directly surround, suggesting that, if the boulders are initially delineated by fractures at depth, as we infer for NA, fractures could also have an effect on landscape morphology in SG. Additionally, Krone et al. (2021) noted that the fractures in a drill core in SG were rimmed by halos of weathered material depleted in soluble elements, and concluded that the fractures act as pathways for fluid transport into the subsurface, which enhances chemical weathering. In summary, we suggest that fractures likely accelerate chemical weathering and erosion in SG, but the resultant differential denudation rates are subtle due to low MAP and low tectonic uplift rates.

5.2.3 Santa Gracia (SG)

La Campana (LC).

In LC we observe the largest range of denudation rates between bedrock, boulders, soil, and stream sediment, and also the highest overall denudation rates of the three field sites. We suspect that both of these characteristics are related to slope angles, which are on average nearly twice as steep as in NA and SG (Table 1; van Dongen et al., 2019). It should be noted that the stream sediment samples were taken from an adjacent catchment that does not drain the hillslopes sampled in this study, and the generally low and wide-ranging $^{10}$Be concentrations in the stream sediment have been related to relatively recent landslides observed in the upper headwaters (van Dongen et al., 2019; Terweh et al., 2021). However, steep slopes are pervasive throughout LC and lead us to suggest that shallow landslides are important erosional processes in this field site too.
In LC we frequently observed boulder samples with lower $^{10}$Be concentrations than adjacent soil samples (Table 1, section 5.1), which is inconsistent with our simple model of boulder exhumation (Fig. 3), and is possibly because the sampled boulders were not exhumed in situ (section 5.1.1). Landslides as observed in LC can bring down boulders in the processes of downhill movement, and may cause the excavation of larger blocks from greater depth before their size is reduced in the weathering zone. More vigorous mass wasting is consistent with larger average hillslope grain sizes for LC, as compared to NA and SG (Terweh et al., 2021). In general, the high relief, steep slopes, and high denudation rates in LC suggest that tectonic uplift rates in LC could be higher than assumed for the nearby coast (Melnick et al., 2016). Finally, although the role that fracturing plays in LC is difficult to assess, note that our bedrock sample has a significantly lower denudation rate than boulders and soils (Fig. 7), despite being on a steep slope (Table 1). If we assume that the bedrock patch has a lower fracture density than the boulders based on previous studies that correlate fracture spacing with grain size (e.g. Sklar et al., 2017; Dibiase et al., 2018; Neely et al., 2019), then the slower denudation rate of the bedrock patch could be an effect of fracture spacing in LC.

Overall, each field site presents a different pattern of denudation rates between bedrock, boulders, soil, stream sediment, and soil pits. The patterns of differential erosion between the field sites are likely dictated by a combination of tectonics (differences in uplift and fracture spacing) and the local climate regime.

In the semi-arid landscape of SG, as in humid-temperate NA, boulders are eroding more slowly than the surrounding soil, but the differences in boulder and soil denudation rates are subtle. This leads to a slow exposure of hillslope boulders, with exposure of current boulder protrusion (based on differential modelled denudation rates) taking up to 870 Kyr (Table 2). In addition, denudation rate differences between ridge and slope samples – possibly related to slope
angle—are larger than the differences between boulders and soil. Furthermore, unlike in NA, our boulder and soil denudation rates are within the same range as the soil pit and catchment average denudation rates (Fig. 8), suggesting that erosional efficiencies are similar across different sediment sizes. Van Dongen et al. (2019) also measured relatively constant catchment average 
$^{10}$Be concentrations over seven grain size classes in SG (Fig. 8), which suggests that all grain sizes must have been transported from the upper mixed layer of hillslope soil and that deep-seated erosion processes are unlikely, in accordance with absent landsliding (Terweh et al., 2021). Thus, our results agree with previous findings that erosion in SG is likely limited to grain-by-grain exfoliation of boulders and the slow diffusive creep of the relatively thin soil cover on hillslopes (Schaller et al., 2018). When bedrock is exhumed, its long residence time on hillslopes allows it to weather slowly in place and reduce in size, with minimal transportation of weathered material by runoff and a low degree of chemical weathering and soil production (Schaller and Ehlers, 2022).

Such a narrow range of relatively low denudation rates indicates that very long time periods are necessary to produce relief between hilltops and valleys. Note, however, despite low uplift rates in SG, the total mean basin slope in SG is 17° compared to 9° in NA (van Dongen et al., 2019). This could be due to low MAP resulting in a low erosional efficiency in SG, which, in order to achieve denudation rates that match uplift rates, requires the slopes in arid climates must to be steeper (Carretier et al., 2018). Although the differences in denudation rates between grain sizes is subtle in SG, soils have higher denudation rates than the boulders they directly surround. Additionally, the measured denudation rates of soil surrounding boulders on SG slopes are lower than modeled soil denudation rates (Table 2), indicating that boulders may be prolonging the residence time of the surrounding soil by a small amount, either by blocking its movement downslope or by contributing grains through exfoliation.
5.3 Fracture control on larger-scale landscape evolution

We have shown that, in our field sites, bedrock erodes the slowest, followed by boulders, and finally soil. In each climate zone, and especially where chemical weathering plays a large role (NA), sediment size is likely controlled by the spacing of bedrock fractures. Once on the surface, large boulders initially delineated by fracture spacing are more difficult to transport than smaller sediment, and therefore locally retard denudation rates. On the landscape scale, such differential erosion should lead to landscape morphologies controlled by fracture spacing patterns. In NA, we were able to measure fracture density in several bedrock outcrops and found that average higher fracture density per sample site is correlated with higher denudation rates (Fig. 5A). It is plausible that the measured fracture spacing in bedrock outcrops represents the parts of the landscape where bedrock fracture density is the lowest, and it is highest under the soil mantled parts of the landscapes, where fractures are not exposed. We also measured the dimensions of 141 boulders in NA and found that, although there is overlap, average the distribution of boulder sizes are smaller than sites at the left tail of the distribution of fracture spacing measurements (Fig. 5B), indicating that boulders have reduced in size in the weathering zone prior to and during exhumation. If we assume that hillslope sediment lies on a spectrum with unweathered blocks delineated by fractures on one end, and sediment that has been significantly reduced in size in the weathering zone on the other end (e.g. Verdian et al., 2021), boulders in NA seem to fall somewhere in the middle.

Bedrock fracture patterns also likely affect stream incision in a similar way, by dissecting bedrock and reducing sediment size, making it easier to be transported by flowing water. And we suggest that patterns in fracture density affect the landscape morphology. We were not able to measure fracture density in the other two field sites due to the scarcity of bedrock exposure. However, we suspect that fractures may also play a role in their landscape morphology, and this
phenomenon may be visible in our field sites on a larger scale, through the similarity of fault and stream orientations.

As tectonically-induced faults and fractures are products of the same regional stresses, we assume that regional faults have orientations consistent with fractures in our field sites (c.f., Krone et al., 2021). Regional faults and smaller fractures have been shown elsewhere to be closely related: Rodriguez Padilla et al. (2022) mapped fractures resulting from the 2019 Ridgecrest earthquakes in bedrock and sediment-covered areas, and found that fracture density decreases from main faults with a power law distribution. They also found that the orientations of faults and fractures were closely matching. Fracture orientation has also been shown to influence stream orientation, presumably because faults and fractures reduce grain size and allow easier transport of hillslope material and directing stream incision (Roy et al., 2015). Roy et al. (2016) modeled stream incision in a landscape dissected by dipping weak zones, meant to resemble fracture or fault zones, and found that in cases with a large contrast in bedrock weakness (>30x), channels migrated laterally to follow the shifting exhumation of the weak zone. In our field sites, we observe that stream channels in our field sites ($A_{\text{min}} \geq 10^5$ m$^2$) generally follow fault orientations (Fig. 7), presumably because faults and fractures reduce grain size and allow easier transport of hillslope material and directing stream incision (Roy et al., 2016). This is especially clear in SG, where the north-south striking Atacama Fault System is reflected in the orientation of faults, streams, and also fractures measured in a nearby drill core (Krone et al., 2021; Fig. 7). In LC and NA, despite more variety in fault and stream orientations, faults-streams closest to the field sites tend to align with stream-fault orientations (Fig. 7). Especially in NA, the larger streams are often nearly perpendicular to each other, similar to rectangular drainage networks, which are often indicative of structural control on drainage patterns (e.g., Zernitz, 1932). We speculate that over geologic time scales, smaller streams are more transient features, whereas the
larger ones are more persistent. These results suggest that within the same rock type, local fracture patterns induced by regional faults can induce differential denudation in landscapes.

Further, such differential denudation rates have the ability to shift the landscape from steady state. If faults are inclined, the location of fractured bedrock will shift over time as bedrock is exhumed and erodes, thus also shifting the locations of streams, valleys, and topographic highs over time, and introducing topographic disequilibrium to the landscape (Roy et al., 2016). In summary, we argue that in NA, and likely possibly also in SG and LC, bedrock fracturing influences landscape morphology by setting grain size and thus dictating patterns of denudation rates on hillslopes and in streams: in situ hillslope boulders likely originated as blocks set by fracture spacing, and after being exhumed, locally suppress denudation as described above—OurThis interpretation is supported by work in Puerto Rico; Buss et al. (2013) studied corestones from two boreholes cutting through regolith in the Luquillo Experimental Forest, and found that corestones decreased in size with increased chemical weathering and exhumation through the regolith profile. They deduced that the corestones likely started as bedrock blocks delineated by fractures. Further, they found that the borehole drilled near a stream channel contained more highly-fractured bedrock compared to the borehole drilled at a ridge, and inferred that corestone size was larger under the ridge due to lower bedrock fracture density. In accordance with Fletcher and Brantley (2010), they concluded that, if erosion and weathering increase with bedrock fracture density, then the ridges and valleys in their study area could be controlled by fracture density patterns.

We therefore offer the following conceptual model: in a landscape with fractured bedrock (Fig. 9A), areas with higher fracture density should be sites of smaller hillslope sediment sizes (e.g. Sklar et al., 2017; Neely and Dibiase, 2020), where rainfall can easily infiltrate, conversion of bedrock to regolith is easiest (St. Claire et al., 2015; Lebedeva and Brantley, 2017), and
denudation rates are highest. Over time, precipitation will divergently run off topographic highs and starve bedrock and larger boulders on high points while infiltrating into topographic lows, where streams eventually incise (Bierman, 1994; Hayes et al., 2020; Fig. 9B). Bedrock and elevation differences. Regolith instead, also promotes vegetation growth, which slows runoff, raises rates of infiltration, and enhances chemical weathering (Amundson et al., 2007; Fig. 9B; creating a positive feedback between precipitation and fracture density (Fig. 9B). Additional fractures due to topographic stresses from exhumation may also form at topographic highs as the topography emerges (St. Claire et al., 2015), countering this positive feedback loop (Fig. 9B). Over longer timescales, bedrock with different patterns of fracture density may be exhumed, which can invert landscapes to reflect the new fracture patterns exposed at the surface (Roy et al., 2016). In this way, fracturing, climate, and residence time can operate in conjunction to set the sediment size and morphology of hillslopes and streams within landscapes.

To further understand the impact of bedrock fracture density on differential denudation in soil-covered areas, future studies should use other sampling strategies and methods, for example, sampling for cosmogenic radionuclide analysis from hillslopes near road cuts where fractures are visible, pairing such hillslope sampling with geophysical surveys and drill cores, or documenting bedrock cover on ridges versus hillslopes over a wide area.

6 Conclusions

In this study, we explored the ability of bedrock patches and large boulders to retard denudation and influence landscape morphology, in three relatively slowly-eroding landscapes along a climate gradient in the Chilean Coastal Cordillera with different erosional regimes. Based on in situ cosmogenic 10Be-derived denudation rates of bedrock, boulders and soil, we find that
In almost all cases across the three sites studied, soil denudation rates are by ~10-50\% higher than the denudation rates of the boulders that they surround, which are more similar to bedrock denudation rates by ~10-50\%. This pattern does not always hold true is more complicated in La Campana, where some boulders have lower $^{10}$Be concentrations than the surrounding soil, perhaps because they were overturned or covered with soil at some point. 

(2) hillslope denudation rates increase with fracture density in NA; and (3) streams tend to follow the orientation of larger faults. These results suggest that exposed bedrock patches and large hillslope boulders affect landscape morphology through differential by slowing denudation rates, as soil erodes from around bedrock patches and boulders, exposing these features over time. Eventually the largest boulders and bedrock patches in a landscape should become forming the nucleus for topographic highs due to their overall lower denudation rates than soil; therefore, we predict that current bedrock patches on hillslopes are nuclei for future peaks and ridges. On the other hand, our work also suggests that where slopes are close to the angle of repose and where landsliding is observed (as in La Campana), while bedrock patches erode slowly and likely retard hillslope denudation, hillslope boulders may have a smaller or even negligible effect on suppressing denudation.

In addition, we found that bedrock fracturing and faulting accelerates hillslope denudation and stream incision in our field sites: hillslope denudation rates increase with fracture density in NA, and streams tend to follow the orientation of larger faults in all three sites. We infer that bedrock fracture patterns in our field sites set grain sizes on hillslopes, and our results also support the concept that bedrock patches and boulders represent locations where fracture density is lower, and thus weathering, erosion, and soil formation are suppressed.

Precipitation runs off topographic highs where intact bedrock is exposed, and infiltrates into soils on hillslopes and in valleys, promoting chemical weathering below. Bedrock fracture density...
affects denudation rates by damaging bedrock, reducing grain size, and making it easier for sediment to be removed by erosional processes. On a larger scale, our results imply that tectonic preconditioning in the form of bedrock faulting and fracturing influences landscape evolution by impacting the pathway of streams, as well as the migration of ridges, drainage divides and knickpoints, as landscapes erode through layers of bedrock preconditioned by tectonic fracturing over time, and encounter varying levels of resistance depending on the fracture density. To further understand the impact of bedrock fracture density on differential denudation in soil-covered areas, future studies should use other sampling strategies and methods, for example, sampling for cosmogenic radionuclide analysis from hillslopes near road cuts where fractures are visible, pairing such hillslope sampling with geophysical surveys and drill cores, or documenting bedrock cover on ridges versus hillslopes over a wide area.
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Table 1. $^{10}$Be cosmogenic nuclide sample data.
<table>
<thead>
<tr>
<th>Sample ID</th>
<th>IGSN*</th>
<th>Sampling location</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Sample type*</th>
<th>( \text{\text{14}Be,\text{conc.}} \times 10^9 ) (atoms g(^{-1}))</th>
<th>( \text{\text{10Be,production\ rate}} \times 10^3 ) (atoms g(^{-1}) yr(^{-1}))</th>
<th>Site scaling factor ( \beta )</th>
<th>Slope angle at sample location (°)</th>
<th>Avg. boulder width (m)</th>
<th>Avg. protrusion (m)</th>
<th>Fracture density (m)</th>
<th>N.A. chips taken for sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA3GPE11002</td>
<td>GPE11002</td>
<td>PIA slope</td>
<td>-37.625</td>
<td>-75.034</td>
<td>BR</td>
<td>8.030(3)</td>
<td>2.320(2)</td>
<td>11.46</td>
<td>2.82</td>
<td>18</td>
<td>7.83</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>NA4GPE11003</td>
<td>GPE11003</td>
<td>PIA slope</td>
<td>-37.625</td>
<td>-75.034</td>
<td>BR</td>
<td>6.060(3)</td>
<td>2.430(2)</td>
<td>11.44</td>
<td>2.85</td>
<td>4</td>
<td>4.75</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>NA5GPE11004</td>
<td>GPE11004</td>
<td>PIA slope</td>
<td>-37.625</td>
<td>-75.034</td>
<td>BR</td>
<td>5.180(2)</td>
<td>1.650(2)</td>
<td>11.15</td>
<td>2.78</td>
<td>3</td>
<td>2.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA6PdAridge3</td>
<td>GPE11005</td>
<td>PIA slope</td>
<td>-37.625</td>
<td>-75.034</td>
<td>BR</td>
<td>3.850(5)</td>
<td>1.360(2)</td>
<td>11.46</td>
<td>2.84</td>
<td>16</td>
<td>4.78</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>NA7GPE11006</td>
<td>GPE11006</td>
<td>CA ridge</td>
<td>-37.769</td>
<td>-72.988</td>
<td>B</td>
<td>6.940(2)</td>
<td>3.160(2)</td>
<td>13.81</td>
<td>2.79</td>
<td>10</td>
<td>0.57</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>NA8GPE11007</td>
<td>GPE11007</td>
<td>CA ridge</td>
<td>-37.769</td>
<td>-72.988</td>
<td>B</td>
<td>7.570(2)</td>
<td>2.630(2)</td>
<td>13.02</td>
<td>2.81</td>
<td>10</td>
<td>0.64</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>NA9GPE11008</td>
<td>GPE11008</td>
<td>CA ridge</td>
<td>-37.769</td>
<td>-72.988</td>
<td>B</td>
<td>7.610(2)</td>
<td>2.760(2)</td>
<td>13.16</td>
<td>2.81</td>
<td>10</td>
<td>0.64</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>NA10GPE11009</td>
<td>GPE11009</td>
<td>CA ridge</td>
<td>-37.790</td>
<td>-72.988</td>
<td>S</td>
<td>5.040(5)</td>
<td>1.790(2)</td>
<td>13.21</td>
<td>2.82</td>
<td>10</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>NA12GPE11010</td>
<td>GPE11010</td>
<td>CA ridge</td>
<td>-37.790</td>
<td>-72.988</td>
<td>S</td>
<td>4.270(5)</td>
<td>1.540(2)</td>
<td>13.21</td>
<td>2.78</td>
<td>14</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>LC-BR2GPE11011</td>
<td>GPE11011</td>
<td>CC slope</td>
<td>-32.939</td>
<td>-71.081</td>
<td>B</td>
<td>1.830(5)</td>
<td>1.070(2)</td>
<td>5.75</td>
<td>1.33</td>
<td>39</td>
<td>N.A.</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>LC2GPE11012</td>
<td>GPE11012</td>
<td>CC slope</td>
<td>-32.939</td>
<td>-71.081</td>
<td>B</td>
<td>0.905(6)</td>
<td>0.920(3)</td>
<td>6.25</td>
<td>1.55</td>
<td>9</td>
<td>0.95</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>LC4GPE11013</td>
<td>GPE11013</td>
<td>CC slope</td>
<td>-32.939</td>
<td>-71.081</td>
<td>B</td>
<td>0.860(6)</td>
<td>0.860(3)</td>
<td>5.77</td>
<td>1.40</td>
<td>27</td>
<td>0.30</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>LC11GPE11014</td>
<td>GPE11014</td>
<td>CG ridge</td>
<td>-32.941</td>
<td>-71.074</td>
<td>B</td>
<td>1.210(5)</td>
<td>0.780(2)</td>
<td>6.42</td>
<td>1.59</td>
<td>13</td>
<td>1.32</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>LC13GPE11015</td>
<td>GPE11015</td>
<td>CG upper slope</td>
<td>-32.941</td>
<td>-71.073</td>
<td>B</td>
<td>0.730(5)</td>
<td>0.510(2)</td>
<td>6.15</td>
<td>1.43</td>
<td>33</td>
<td>0.32</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>LC18GPE11016</td>
<td>GPE11016</td>
<td>CG lower slope</td>
<td>-32.937</td>
<td>-71.074</td>
<td>B</td>
<td>1.550(2)</td>
<td>1.170(2)</td>
<td>5.43</td>
<td>1.32</td>
<td>18</td>
<td>0.50</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>LC1GPE11017</td>
<td>GPE11017</td>
<td>CC ridge</td>
<td>-32.939</td>
<td>-71.061</td>
<td>S</td>
<td>1.540(5)</td>
<td>0.990(2)</td>
<td>6.25</td>
<td>1.55</td>
<td>9</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>LC3GPE11018</td>
<td>GPE11018</td>
<td>CC slope</td>
<td>-32.939</td>
<td>-71.061</td>
<td>S</td>
<td>1.030(5)</td>
<td>0.740(2)</td>
<td>5.77</td>
<td>1.40</td>
<td>27</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>LC12GPE11019</td>
<td>GPE11019</td>
<td>CG ridge</td>
<td>-32.941</td>
<td>-71.074</td>
<td>S</td>
<td>0.800(5)</td>
<td>0.350(2)</td>
<td>6.42</td>
<td>1.59</td>
<td>13</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>LC19GPE11020</td>
<td>GPE11020</td>
<td>CC upper slope</td>
<td>-32.941</td>
<td>-71.073</td>
<td>S</td>
<td>0.620(5)</td>
<td>0.440(2)</td>
<td>6.13</td>
<td>1.43</td>
<td>33</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
<tr>
<td>LC19GPE11021</td>
<td>GPE11021</td>
<td>CC upper slope</td>
<td>-32.937</td>
<td>-71.074</td>
<td>S</td>
<td>1.860(5)</td>
<td>1.350(2)</td>
<td>5.43</td>
<td>1.32</td>
<td>18</td>
<td>N.A.</td>
<td>N.A.</td>
<td></td>
</tr>
</tbody>
</table>

| *Sample locations: PA: Pichit de Aque; CS: Caiman de Pinhao; CA-Ca Imun Agara; SPH: Sph. Ph H18; SG: J. San Gil Quinfa H11, CC: Caimon Cabra; CC: Caimon Guarea; DIA: Duna Basaquis; Apa: Apa Guarea; CB: Caimon Cabra; CG: Caimon Guarea; H: HC; CG: Caimon H1; T: Tabua H1. |
| *Sample type abbreviations: BR: bedrock; B: boulder; S: soil. |
| *Concentration were normalized to SLH (sea level high) altitude using a SLH production rate of 4.21 atoms g\(^{-1}\) yr\(^{-1}\) (Brothers et al., 2016) and the site's scaling factor. |
| *Time constant spallation-production rate scaling scheme of Lal (1991) and Stone (2000) ('St' in Balco et al., 2008). |
| *Local hill slope angles were calculated using a 15.4m DEM and an 8-connected neighbourhood method. |
| *Fracture density for bedrock (n-meters) and width and protrusion measurements (m) for boulders. Values are averages of >10 measurements per sample site. |
Table 2. Modelled denudation rates for soil and boulder samples using the first term of Eq. 1, and comparison of modelled and measured $^{10}$Be concentrations for soil samples. Sample location abbreviations are described in the caption for Table 1.

<table>
<thead>
<tr>
<th>Sample location</th>
<th>Soil sample ID</th>
<th>Best-fitting modelled soil denudation range rate ($\epsilon$) (m Myr$^{-1}$)</th>
<th>Corresp. modelled range of $^{10}$Be conc. ($\times 10^3$) (atoms g$^{-1}$ for soil (N$_a$))</th>
<th>Measured $^{10}$Be conc. ($\times 10^3$) (atoms g$^{-1}$)</th>
<th>Boulder sample IDs</th>
<th>Best-fitting modelled boulder denudation rate range ($\epsilon$) (m Myr$^{-1}$)</th>
<th>Differential erosion rate (boulder vs. soil; m Myr$^{-1}$)</th>
<th>Time needed for boulder exposure (Kyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nahuelbuta</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDP</td>
<td>NA5</td>
<td>15-20</td>
<td>3.61-4.35</td>
<td>2.32±0.10</td>
<td>NA4</td>
<td>10-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA ridge</td>
<td>NA10</td>
<td>15-20</td>
<td>3.89-5.12</td>
<td>5.04±0.36</td>
<td>NA7, NA8, NA9</td>
<td>10-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA slope</td>
<td>NA12</td>
<td>18-20</td>
<td>3.84-4.75</td>
<td>4.27±0.16</td>
<td>NA11</td>
<td>15-18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>La Campana</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG ridge</td>
<td>LC12</td>
<td>10-30</td>
<td>0.54-0.60</td>
<td>0.88±0.08</td>
<td>LC11</td>
<td>40-60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG upper slope</td>
<td>LC14</td>
<td>120-140</td>
<td>0.32-0.37</td>
<td>0.03±0.03</td>
<td>LC13</td>
<td>80-120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Santa Cruz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGH ridge</td>
<td>SG10</td>
<td>12-15</td>
<td>2.77-3.44</td>
<td>2.58±0.11</td>
<td>SG8, SG9</td>
<td>10-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGH slope 1</td>
<td>SG12</td>
<td>19-21</td>
<td>1.94-2.13</td>
<td>2.39±0.09</td>
<td>SG11</td>
<td>18-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGH slope 2</td>
<td>SG23</td>
<td>19-21</td>
<td>1.94-2.13</td>
<td>2.14±0.08</td>
<td>SG22</td>
<td>18-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZH ridge</td>
<td>SG36</td>
<td>6.5-7.5</td>
<td>4.78-5.45</td>
<td>5.40±0.50</td>
<td>SG37, SG38</td>
<td>4.5-5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11 Figures
Figure 1. Field site locations and features. A) Map of mean annual precipitation in central Chile, with field sites marked by red stars. Precipitation data from the CR2MET dataset, by the Center for Climate and Resilience Research (CR2) (Boisier et al., 2018), provides an average for the time period 1979-2019. World Terrain Base map sources are Esri, USGS, NOAA. B-D: Hillshade images from 12.5-m ALOS PALSAR digital elevation models, of B) Santa Gracia (SG), C) La Campana (LC), and D) Nahuelbuta (NA). Sample locations and sample names are shown, with symbol shape and color indicating the sample type (see legend in lower left panel). Black outlines delineate the catchments from which the catchment average sample (star) was taken (the catchment from La Campana does not fit within the bounds of the map and therefore is not shown). Blue lines indicate streams. Soil pit sample data are from Schaller et al. (2018), and catchment average sample data are from van Dongen et al. (2019).
Figure 2. Field photos showing the various surfaces sampled, including bedrock, boulders and soil. A: Nahuelbuta, A1) Bedrock (sample NB-BR1). A2) Fractured bedrock, in transition between unfractured bedrock and boulders (sample NB-BR2). A3) Smaller boulders surrounded by soil (sample NA7). B: La Campana, B1) Bedrock (sample LC-BR2). B2) Bedrock transitioning to large boulders and soil. B3) Boulders and soil on a hillside (samples LC13 and LC14). C: Santa Gracia, C1) Boulders on Zebra Hill, hillside delineated by fractures. C2) Large boulders on the ridge of Santa Gracia Hill (sample SG8). C3) Soil with minimal boulders on the slope of Santa Gracia Hill (samples SG22 and SG23).
Figure 3. Schematic image showing the process of boulder exhumation. A) Overview of the setting: a mixed soil- and bedrock-covered hillslope where sediment size decreases with decreasing fracture spacing. B) During phase 1, the boulder is buried, and accumulates nuclides at a rate governed by the soil denudation rate, \( \epsilon_s \). C) Phase 1 ends when the boulder breaches the soil surface. D) During phase 2, the boulder itself is eroding at a rate of \( \epsilon_b \), and the surrounding soil continues to erode at a rate of \( \epsilon_s \). Phase 2 lasts for a time period \( t_2 \) that ends with our sampling.

Figure 4. Measured \(^{10}\)Be concentrations normalized to reference production rate at sea-level high latitude for. A) Nahuelbuta, B) La Campana, and C) Santa Gracia; note different scales of y-axes. X-axes are not numerical but rather show the sampling locations, also reported in Table 1, showing the sample size (cm) of bedrock, boulder and soil samples. For bedrock samples, the sample size indicates the fracture density at the sample site. For boulder samples, the sample size indicates the average width (b-axis) of boulders from which we collected chips for an amalgamated sample. Soils are labeled <0.1 cm. Labels next to data points provide sample IDs, also reported in Table 1. Gray labels at the bottom of panels are the sample locations. PdA: Piedra de Aguila, CdP: Casa

Commented [EL2]: Changes to this figure: added more context to the scene including other boulders exhuming before and after the boulder of interest, added thicker outline to boulder of interest to make it stand out, soil fades now to the color of bedrock to imply soil-saprolite transition

Commented [EL3]: Changes to this figure: added Zebra Hill in SG
de Piedas, CA: Cerro Anay ridge, CAs: Cerro Anay slope, SPH: Soil Pit Hill, CG: Cerro Guanaco ridge, CGus: Cerro Guanaco upper slope, CGl: Cerro Guanaco lower slope, CCr: Cerro Cabra ridge, CCS: Cerro Cabra slope, SGHr: Santa Gracia Hill ridge, SGHs1: Santa Gracia Hill slope 1, SGHs2: Santa Gracia Hill slope 2, ZHr: Zebra Hill ridge.

Figure 5. A) Average bedrock fracture spacing (NA only) plotted against measured $^{10}$Be concentrations normalized to reference production rate at sea-level high latitude. Error bars represent the standard deviation of all fracture spacing measurements for each location. B) Measurements of individual fracture spacing measurements and individual boulder sizes measurements, where boulder size is the average of the x and y axes of each boulder, where the z axis is the protrusion height. C) Average boulder protrusion height plotted against measured $^{10}$Be concentrations normalized to reference production rate at sea-level high latitude for each field site. Error bars represent the standard deviation of all boulder protrusion height measurements for each location. D) Average boulder protrusion height plotted against hillslope angle. A linear regression model is fit through LC datapoints.
Figure 6A. Range of best fitting combinations of modelled soil and boulder denudation rates in A) Nahuelbuta, B) La Campana, and C) Santa Gracia according to Eq. 1. Each color band corresponds to an amalgamated boulder sample, listed in the legend along with the average protrusion height of the boulders. Areas where best fitting denudation rates overlap for samples from the same location are highlighted by a black outline. The gray areas are forbidden fields, as by assumption, boulder denudation rates have to be lower than soil denudation rates, otherwise there would be no boulder protruding above the soil surface.

Figure 7A. Rose diagram plots and maps showing fault and stream orientations for Nahuelbuta (top row), La Campana (middle row), and Santa Gracia (bottom row). For each field site, the columns show from left to right: (1) major faults digitized from geological map (SERNAGEOMIN, 2003), within ~50 km (black) and ~25 km (red, NA and LC only) of the sampling site (blue star); (2) rose diagram of fault orientations from the maps in column 1,
constructed using 100 m long, straight fault segments and 36 bins, with orientations of faults <25 km from NA and LC in red; (3) a map of the studied catchments and the drainage network, with green, black, and blue streams indicating minimum upstream areas ($A_{min}$) of $10^4$, $10^5$, and $10^6$ m$^2$, respectively, derived from one-meter resolution LiDAR DEMs (Kügler et al., 2022); (4-6) rose diagrams (72 bins) of stream orientations for different $A_{min}$. All maps and rose diagrams are oriented with the top being north.

Figure 7.8. Overview of new and previously published denudation rates. Data from this study is shown by solid symbols and previously-published data is shown by hollow symbols. Soil pit data is from Schaller et al. (2018), and catchment average data is from van Dongen et al. (2019). Catchment average denudation rates from various sediment grain sizes (from left to right for each field site: 0.5-1, 1-2, 2-4, 4-8, 8-16, 16-32, and 32-64 mm). Bedrock denudation rates are calculated using the CRONUS online calculator v2.3 (Balco et al., 2008). Boulder and soil denudation rates are estimated using our model and reflect the most plausible denudation rates as described in section 5.1.2. Denudation rates for each location within a field site are separated by thin gray bars, and locations are labeled at the top of the chart. Samples that were not included in the model (one sample from Nahuelbuta and 3 samples from La Campana) are also not included here. Data from this study is shown by solid symbols and previously published data is shown by hollow symbols.
Figure 9. Schematic illustration showing influence of bedrock fractures on landscape evolution. (A) Bedrock with different fracture densities is to different degrees infiltrated by rain and ground water, which leads to differences in chemical weathering, soil formation and vegetation growth, resulting in different hillslope sediment sizes. (B) Differential denudation between highly fractured and less fractured areas induce relief growth under slow but persistent uplift, which further promotes spatial gradients in chemical weathering, hillslope sediment size, and denudation. (C) Growing relief increases topographic stresses and formation of new fractures (red) at topographically high positions (e.g. St. Clair et al., 2015), and non-topographic surface-parallel fractures (dark blue) (e.g. Martel, 2011).

Commented [EL7]: Changes to this figure: horizontal fractures now move up with uplift, new non-topographic surface parallel fractures in panel C in blue.