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This file includes:7

 Figure. S1. Validation of meteorological parameters simulated by WRF with8

observation data at ISD (Integrated Surface Database) stations. (a) temperature. (b)9

pressure. (c) wind speeds.10

 Figure. S2. The architecture of the ST-NN model. Data include AOD,11

meteorological data and geographic data. All the input variables have the 4-D12

dimensions as [N, lat_size, lon_size, channel]. N means the batch size, lat_size and13

lon_size means the scale of the data at latitude and longitude, channels mean the types14

or the height/time dimension of the data. And considering the computational efficiency15

and the generalization ability of the model, we choose N as 4.16

 Figure. S3. Locations and spatial range of major study regions. Study regions17

include North China, East China, South China, Sichuan Basin and Shaanxi Province.18

 Figure. S4. The annual average distribution of PM2.5 in Beijing. It can be seen that19

the main pollution comes from the southwest, significantly influenced by topography20

and transmission.21

22
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 Figure. S5. ST-NN model predicted and ground-level observed (not used in23

training) time series of PM2.5 in Beijing stations. (a) Dongsi station in Beijing. (b)24

Tiantan station in Beijing. (c) Guanyuan station in Beijing. (d) Aotizhognxin station in25

Beijing. (e) Daxing station in Beijing. (f) Changping station in Beijing. (g) Miyun26

station in Beijing. (h) Dingling station in Beijing.27

Figure. S6. ST-NN model predicted and ground-level observed (not used in28

training) time series of PM2.5 in China, and comparisons of their diurnal features.29

Left column: ST-NN model predicted and ground-level observed (not used in training)30

time series (2017) of PM2.5 in China, and comparisons of their diurnal features. Left31

column: ST-NN model predicted and observed time series of PM2.5 in Wuhan (a1),32

Suzhou (b1), Zhongshan (c1), Jiangmen (d1), Guanyuan in Beijing (e1), Miyun in33

Beijing (f1); Right column: ST-NN model predicted and observed diurnal variation of34

PM2.5 in Wuhan (a2), Suzhou (b2), Zhongshan (c2), Jiangmen (d2), Guanyuan in35

Beijing (e2), Miyun in Beijing (f2).36

 Figure.S7. The block distribution of the regional mask validation. Validation was37

carried out for different spatial mask scales, the black points are the training sites, and38

the R-square distribution of the validation sites is enclosed by the solid blue line.39

 Figure.S8. Time series of the regional mask performed (Figure.S6b, c, d). It can be40

seen that the model can capture pollution effectively.41

 Figure. S9. Time series of the regional mask performed (Figure.S6a), they are the42

2°x2° mask validation in the North China. The blue line is the CNEMC data, the43

orange line is the ST-NN result for clear day, the red line is the ST-NN result for44
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cloudy day.45

 Figure. S10. Density scatterplots of the ST-NN model (trained with data from 201746

to 2020 and test with 2020) with hourly(a),monthly(b),annual(c) validation. The fitting47

line is in purple, and the 1:1 standard line is the black dotted line.48

 Figure. S11 Relative error of cross validation under different cloud coverage49

rates.50

 Figure. S12. The density distribution diagram of changes in predicted PM2.551

concentrations as a function of relative humidity in marked cloudy conditions. (a)52

North China. (b) East China. (c) South China. (d) Sichuan Basin.53

 Figure. S13. The distribution of predicted annual mean concentrations of PM2.554

and the locations of monitoring sites.55

 Figure. S14. Relative importance indicators (Rr: Relative range; Rg: Relative56

gradient; Rv: Relative variance; RAAD: Relative average absolute deviation) of57

input variables for different regions. (a-d) North China. (e-h) East China. (i-l) South58

China. (m-p) Sichuan Basin. (q-t) Shaanxi Province.59

 Figure. S15. Results of sensitivity analysis of key variables.60

 Figure. S16. Relative error varies with PM2.5 concentrations in different regions.61

Five lines with different colors represent errors for North China, East China, South62

China, Sichuan Basin, and Shaanxi Province.63

 Figure. S17. The relationship between the mean absolute error of the model and64

the relative error of different input data. Seven lines with different colors represent65

model inputs: pressure, temperature, zonal wind (U), meridional wind (V), boundary66
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layer height, relative humidity, and AOD.67

 Figure. S18. The performance of the validation data logcosh loss function for68

models built for different regions. Five lines with different colors represent results69

for North China, East China, South China, Sichuan Basin, and Shaanxi Province.70

 Figure. S19. The spatiotemporal distribution of CNEMC observed PM2.571

concentrations. (a) Year 2017. (b) Year 2018. (c) Year 2019. (d) Year 2020. (e)72

Monthly variations.73

 Table S1. Number of CNEMC stations at different population densities (people/km2).74

 Table S2. The occurrences of marked cloudy conditions.75

 Table S3. Descriptions of considered variables.76

 Table S4.MODIS MCD12C1 Land Cover Types.77

 Table S5. Traffic Network classification.78

 Table S6. Point of Interest classification.79

 Table S7. The α of bivariate test between each parameter and PM2.5.80

 Table S8. The spatial ranges of study regions.81

 Table S9.Major features of previous related studies.82

 Table S10. The influences of different data quality treatments on the performance of83

the model.84

 Table S11. Data quality control status.85

 Table S12. Statistics of number of stations used for training and testing86

 Table.S13. Validation results for different scales of spatial region mask. Validation87

results for 1x1,2x2,3x3,4x4 degree masks over a general area.88
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 Table.S14. Hourly validation of Near Real Time model (trained with data from 201789

to 2020 and test with 2020). With overall validation R-square above 0.55, we find that90

the model validates worse in scenarios with lower surface PM2.5 concentrations,91

mainly due to the large uncertainty in both the CNEMC site and satellite aerosol92

products at low PM2.5 concentrations.93

 Table.S15. Assess the ability of the model to capture different levels of contamination94

through accuracy and precision. Accuracy and precision rates are defined under. The95

model results and national control site results are divided according to thresholds, with96

values greater than the threshold defined as positive samples and values less than the97

threshold defined as negative samples. The model result and the national control site98

are both positive samples are defined as TP, the model result is a positive sample and99

the national control site is a negative sample is defined as FP. The model result and the100

national control site are both negative samples defined as FN, the model result is a101

negative sample, and the national control site is a positive sample defined as TN.102

FPTP
TPecision

FNFPTNTP
TNTPA









Pr

ccuracy
103

104

105

Table S1. Number of CNEMC stations at different population densities (people/km2 ) and
the area percentage of different population densities (within parentheses).

<1 1~25 25~100 100~500 500~1000 >1000

North China 0(7) 2(18) 0(25) 12(30) 37(16) 125(4)

East China 0(3) 0(0) 1(6) 39(59) 56(25) 247(7)

South China 0(13) 0(0) 5(7) 37(69) 45(7) 150(4)

Sichuan Basin 0(0) 0(25) 7(17) 33(48) 54(8) 51(2)
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Shaanxi Province 0(0) 0(7) 0(30) 41(52) 35(9) 101(2)

106
Table S2. The occurrences of marked cloudy conditions.107

2017 Spring Summer Autumn Winter Year

MODIS

North China 0.62 0.66 0.60 0.83 0.67

Eastern China 0.66 0.76 0.71 0.69 0.71

South China 0.86 0.88 0.79 0.77 0.83

Sichuan Basin 0.81 0.80 0.84 0.83 0.82

Shaanxi Province 0.66 0.66 0.68 0.74 0.68

108
Table S3. Descriptions of considered variables.109

Product Unit Variable Definition
Spatial

Resolution
Temporal
Resolution

AOD Aerosol optical depth 0.05°×0.05 1hour
Tempc °C Temperature 0.05°×0.05°×12 1hour
RH % Relative Humidity 0.05°×0.05°×12 1hour

HPBL m
Planetary Boundary Layer

Height
0.05°×0.05° 1hour

P Hpa Pressure 0.05°×0.05°×12 1hour
U m/s Wind Speed (U) 0.05°×0.05°×12 1hour
V m/s Wind Speed (V) 0.05°×0.05°×12 1hour

DEM m Digital Elevation Model 0.01°×0.01° Annual
POI Point of Interest 0.01°×0.01° Annual

Traffic Network Traffic Network 0.01°×0.01° Annual

GDP ￥/km2 Gross Domestic Product 0.01°×0.01° Annual

TPOP
people/km

2 population density 0.01°×0.01° Annual

Land Cover
Type

Land Cover Type 0.05°×0.05° Annual

110
Table S4.MODIS MCD12C1 Land Cover Type111

Class Description Class Description
0 water 9 savannas
1 evergreen needleleaf forest 10 grasslands
2 evergreen broadleaf forest 11 permanent wetlands
3 deciduous needleleaf forest 12 croplands
4 deciduous broadlead forest 13 urban and built-up
5 mixed forests 14 cropland/natural vegetation mosaic
6 closed shrubland 15 snow and ice
7 open shrublands 16 barren or sparsely vegetated
8 woody savannas

112
Table S5. Traffic Network classification.113
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Class Description Class Description
0 primary 5 track
0 primary_link 5 track_grade
1 secondary 6 trunk
1 secondary_link 6 trunk_link
2 tertiary 6 bridleway
2 tertiary_link 7 unknown
3 motorway 7 unclassified
3 motorway_link 8 footway
4 living_street 8 path
4 residential 8 pedestrian
4 steps
4 service
4 cycleway

114
Table S6. Point of Interest classification.115

Class Description Class Description
01 automobile service 03 health care service
01 car sale 03 accommodation service
01 vehicle maintenance and repair 03 serviced apartment
01 Motorcycle service 04 tourist attraction
01 transportation facilities service 05 education and culture service
02 catering service 06 government organization
02 shopping service 06 financial and insurance service
03 life services 06 incorporated business
03 spot and leisure services 07 factory

116
Table S7. The α of bivariate test between each parameter and PM2.5.117

α Himawari-8 AOD MOD04 MYD04 Tempc Pressure RH HPBL U V DEM POI GDP TPOP

PM2.5 0 0 0 0 0 0 0 0 0 0 0.03 0.036 0.013

118
Table S8. The spatial ranges of study regions.119
top_latitude bottom_latitude left_longitude right_longitude

North China 45°N 35°N 110°E 120°E

East China 36°N 26°N 112°E 122°E

South China 30°N 20°N 108°E 118°E

Sichuan Basin 36°N 26°N 100°E 110°E

Shaanxi Province 40°N 30°N 105°E 115°E

120
Table S9.Major features of previous related studies.121

Study Model Resolution Study Area
Sample Validation Space Validation Time Validation

R² RMSE Slop R² RMSE Slop R² RMSE Slop

(Ma et Two-Stage 0.1° daily China (2004~2013) 0.79 27.42 0.79 - - - - - -
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al.

2016)

(Fang

et al.

2016)

TSAM 10km daily
China

(2013.6~2014.5)
0.80 22.75 0.79 - - - - - -

(Wang

et al.

2016)

Linear

Regression
0.03° night

Atlanta city

(2012.8~2012.10)
- - - 0.45 4.11 1.00 - - -

(Wei et

al.

2016)

GWR 3km daily China(2014) 0.79 18.60 0.83 - - - - - -

(Li et

al.

2017)

Geoi-DBN 10km daily China (2015) 0.88 13.03 0.88 0.82 16.42 0.86 - - -

(Yu et

al.

2017)

Gauss 10km daily China (2013) 0.81 21.87 0.73 - - - - - -

(Xiao

et al.

2017)

Multiple

Imputation

1km daily

(full coverage)

Yangtze River Delta

(2013~2014)
0.81 25.00 0.99 - - - - - -

(He and

Huang

2018)

GTWR 3km daily China (2015) 0.80 18.00 0.81 0.75 20.73 0.79 0.58 28.24 0.61

(Fu et

al.

2018)

Mixed-Effect 0.01° night
Beijing

(2013.12~2014.11)
- - - 0.86 32.4 - - - -

(Shtein

et al.

2019)

GAM 1km daily Italy (2013~2015) - - - 0.80 6.06 0.99 - - -

(Chen

et al.

2019)

SMLM
0.05° hourly

(daytime)

covers most of China

(2016)
0.85 17.30 0.86 - - - - - -

(Zhang

et al.

2019)

ST-LME
5km hourly

(daytime)

east-central

China(2015.7~2017.7)
0.80 - - - - - - - -

(Wei et

al.

2019)

ST-RF 1km daily China (2015) 0.85 15.57 0.82 0.83 16.63 0.81 0.63 24.83 0.62

(Bi et

al.

2019)

RF
1km daily

(full coverage)

New York State

(2015)
0.82 2.16 1.05 - - - - - -

(Zhang

et al.

2019)

XGBoost

3km daily

(nearly full

coverage)

China

(2014~2015)
0.87 16.33 - 0.86 17.89 - 0.67 25.87 -
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(Tand

et al.

2019)

Two-Stage

RF

1km hourly

(full day)

(full coverage)

Yangtze River Delta

(2017)
- - - 0.86 12.4 0.81 - - -

(Liu et

al.

2019)

RF
5km

hourly(daytime)
China(2016) 0.86 17.20 0.81 - - - - - -

(Jiang

et al.

2020)

Two-Stage

RF

1km hourly(full

day)

(full coverage)

China(2018) 0.85 11.02 - 0.74 14.65 - - - -

(Wei et

al.

2020)

Enhanced

ST-ET
1km daily

China

(2017~2018)
0.89 10.33 0.86 0.88 10.93 0.85 - - -

(Park et

al.

2020)

CNN-RF 12km daily America (2011) 0.84 2.55 1.04 0.69 3.55 1.00 0.84 2.55 1.05

This

study
ST-NN

0.01° hourly

(full day)(full

coverage)

covers most of China

(2017~2020)
0.88 12.98 0.99 0.85 14.33 1.02 0.86 14.69 1.02

122
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176

Table S10. The influences of different data quality treatments on the performance of the177

model.178

train test RMSE MAE Slope R-square

without empty data
without empty data 16.53 10.10 0.98 0.87
without outlier data 14.62 9.55 0.96 0.87

without outlier data
without empty data 18.24 10.46 1.06 0.84
without outlier data 14.30 9.46 1.00 0.87

179
Table S11. Data quality control status.180

2017(N) 2018(N) 2019(N) 2020(N) Rate
outlier not null outlier not null outlier not null outlier not null

North China 188547 1340252 186265 1241169 180120 1257882 175359 1228487 0.14

East China 420792 2663647 364102 2525520 395344 2478030 381681 2503516 0.15
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South China 325190 1957469 280304 1875939 298656 1865894 342722 1908516 0.16

Sichuan Basin 170788 1132051 168210 1043238 167905 1044349 170819 1062847 0.16

Shaanxi Province 189610 1369405 184997 1280065 184698 1277902 199430 1301866 0.15

181
Table S12. Statistics of number of stations used for training and testing182

All Training Testing All Sample Number(N)
Number(N) Number(N) Number(N) 2017 2018 2019 2020

North
China

176 150 26 1340252 1241169 1257882 1228487

East
China

343 308 35 2663647 2525520 2478030 2503516

South
China

237 213 24 1957469 1875939 1865894 1908516

Sichuan
Basin

145 130 15 1132051 1043238 1044349 1062847

Shaanxi
Province

177 159 18 1369405 1280065 1277902 1301866

183
Table.S13. Validation results for different scales of spatial region mask.184
Train

Area

36°~44°N

111°~119°E

27°~35°N

123°~121°E

Mask

Area

38.2°~40.2°N

114.1°~116.1°E

29°~33°N

116°~120°E

30°~33°N

117°~120°E

31°~33°N

118°~120°E

32°~33°N

118°~119°E

32°~33°N

119°~120°E

31°~32°N

118°~119°E

31°~32°N

119°~120°E

R-squ

are

Num

ber

Rate

(%)

Nu

mbe

r

Rate

(%)

Num

ber

Rate

(%)

Num

ber

Rate

(%)

Num

ber

Rate

(%)

Num

ber

Rate

(%)

Num

ber

Rate

(%)

Num

ber

Rate

(%)

<0.5 / / 5 0.05 1 0.01 / / / / / / / / / /

0.5~0.

6
/ / 9 0.09 4 0.05 / / / / / / / / / /

0.6~0.

65
/ / 14 0.14 6 0.08 / / / / / / / / / /

0.65~0

.7
/ / 34 0.35 21 0.28 2 0.05 / / / / / / / /

0.7~0.

75
1 0.17 24 0.24 24 0.32 9 0.22 / / 1 0.12 / / 2 0.18

0.75~0

.8
5 0.83 6 0.06 10 0.13 19 0.48 3 0.25 6 0.76 / / 5 0.45

>0.8 / / 6 0.06 10 0.13 10 0.25 9 0.75 1 0.12 9 1 4 0.37

185
Table.S14. Hourly validation of Near Real Time model (trained with data from 2017 to 2020186
and test with 2020).187

R-squre Number CNEMC mean ST-NN mean

<0.4 10 16.26 19.81



12

0.4~0.45 8 35.28 30.51
0.45~0.5 21 35.73 35.44
0.5~0.55 26 41.17 43.72
0.55~0.6 30 40.70 43.96
0.6~0.65 20 39.47 41.74
0.65~0.7 26 41.26 45.04
>0.7 9 42.30 47.40

188
Table.S15. Assess the ability of the model to capture different levels of contamination through189
accuracy and precision.190

North China NRT
model (>75μg/m³)

29°~33°N,116°~120°E
mask (>75μg/m³)

30°~33°N,117°~120°E
mask (>75μg/m³)

31°~33°N,118°~120°E
mask (>75μg/m³)

value
Number Number Number Number

accuracy precision accuracy precision accuracy precision accuracy precision
<0.4 / 14 / 9 / 0 / 1

0.4~0.5 / 6 / 16 / 1 / 0
0.5~0.6 / 15 / 21 / 6 / 4
0.6~0.7 / 28 / 28 / 13 / 13
0.7~0.8 / 28 / 14 / 24 / 11
0.8~0.9 31 22 3 7 / 20 / 8
>0.9 100 18 95 3 82 18 45 8

191

192

193

194

Figure. S1. Validation of meteorological parameters simulated by WRF with observation data195

at ISD (Integrated Surface Database) stations. (a) temperature. (b) pressure. (c) wind speeds.196

197

198
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199

Figure. S2. The architecture of the ST-NN model. Inputs data include AOD, meteorological200

data and geographic data. All the input variables have the 4-D dimensions as [N, lat_size,201

lon_size, channel]. N means the batch size, lat_size and lon_size means the scale of the data at202

latitude and longitude, channels represent the types or the height/time dimension of the data.203

Considering the computational efficiency and the generalization ability of the model, we204

choose N as 4. First, feature extraction was used for individual data by Inception-ResNet,205

which is an efficient feature extraction process. After it, we up-sampled the data at 0.05°×206

0.05°resolution using the transposed convolution layer, which is a learning-based207

up-sampling method. We used the strides as 2 and a 2×2 convolution kernel to double size of208

the input data. Accordingly, all data had the same size. Then we mined the characteristics of209

each variable and fused the data with same types by concatenate layer. Then the temporal and210

spatial features were extracted by fusing the time-series of aerosol and meteorological data211

with the geographic information data. The final result was obtained through the fully212
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connected layer.213

214

Figure. S3. Locations and spatial range of major study regions. Study regions include North215

China, East China, South China, Sichuan Basin and Shaanxi Province.216

217

218

Figure. S4. The annual average distribution of PM2.5 in Beijing (a). b is a rose, with radius219

representing wind speed and the color indicating mean PM2.5 concentrations. 0° is due north220

and 90° is due east. It can be seen that the main pollution comes from the southwest,221

significantly influenced by topography and transmission.222
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223

224

Figure. S5. ST-NN model predicted and ground-level observed (not used in training) time225

series of PM2.5 in Beijing stations. (a) Dongsi station in Beijing. (a) Tiantan station in Beijing.226

(c) Guanyuan station in Beijing. (d) Aotizhognxin station in Beijing. (e) Daxing station in227

Beijing. (f) Changping station in Beijing. (g) Miyun station in Beijing. (h) Dingling station in228

Beijing. (a-d) stations are in city, and (e-h) are rural stations.229

230
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231

Figure. S6. ST-NN model predicted and ground-level observed (not used in training) time232
series (2017) of PM2.5 in China, and comparisons of their diurnal features. Left column:233
ST-NN model predicted and observed time series of PM2.5 in Wuhan (a1), Suzhou (b1),234
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Zhongshan (c1), Jiangmen (d1), Guanyuan in Beijing (e1), Miyun in Beijing (f1); Right column:235
ST-NN model predicted and observed diurnal variation of PM2.5 in Wuhan (a2), Suzhou (b2),236
Zhongshan (c2), Jiangmen (d2), Guanyuan in Beijing (e2), Miyun in Beijing (f2). Its vertical237

axis is the z-score coordinate. z − score = X−μ
σ
, μ is the sample mean and σ is the sample238

standard deviation.239

240

241

Figure. S7. The block distribution of the regional mask validation. Validation was carried242

out for different spatial mask scales, the black points are the training sites, and the243

R-square distribution of the validation sites is enclosed by the solid blue line.244
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245

Figure. S8. Time series of the regional mask performed (Figure.S6b,c,d). (a,b) are the246

1°x1° mask validation in the East China. (c,d) are the results of 2°x2° mask validation in247

the East China. (e,f) are the validation of 3°x3° mask in East China. (g,h) are the validation248

of 4°x4° mask in East China. And (a,b,c,g) are urban stations. (d,e,f,h) are rural stations.249
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250

Figure. S9. Time series of the regional mask performed (Figure.S6a), they are the 2°x2°251

mask validation in the North China. The blue line is the CNEMC data, the orange line is the252

ST-NN result for clear day, the red line is the ST-NN result for cloudy day. a is a rural station,253

b is an urban station.254

255

256

Figure. S10. Density scatterplots of the ST-NN model (trained with data from 2017 to257
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2020 and test with 2020) with hourly(a),monthly(b),annual(c) validation. The fitting line258

is in purple, and the 1:1 standard line is the black dotted line.259

260

261

262

Figure. S11. Relative error of cross validation under different cloud coverage rates.263

264

265

Figure. S12. The density distribution diagram of changes in predicted PM2.5 concentrations as266

a function of relative humidity in marked cloudy conditions. (a) North China. (b) East China.267

(c) South China. (d) Sichuan Basin.268

269

270
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271

Figure. S13. The distribution of predicted annual mean concentrations of PM2.5 and the272

locations of monitoring sites.273

274
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275

276

Figure. S14. Relative importance indicators (Rr: Relative range; Rg: Relative gradient; Rv:277

Relative variance; RAAD: Relative average absolute deviation) of input variables for different278

regions. (a-d) North China. (e-h) East China. (i-l) South China. (m-p) Sichuan Basin. (q-t)279

Shaanxi Province.280

281
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282

Figure. S15. Results of sensitivity analysis of key variables. The influence of relative283

humidity is mainly due to the hygroscopic growth of PM2.5 and the wet removal which is284

more pronounced in North China. The effect of temperature is mainly seasonal. Low285

boundary layer pressure leads to higher surface PM2.5 concentrations.286

287
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288

Figure. S16. Relative error varies with PM2.5 concentrations in different regions. Five lines289

with different colors represent errors for North China, East China, South China, Sichuan290

Basin, and Shaanxi Province.291

292



25

293

Figure. S17. The relationship between the mean absolute error of the model and the relative294

error of different input data. Seven lines with different colors represent model inputs: pressure,295

temperature, zonal wind (U), meridional wind (V), boundary layer height, relative humidity,296

and AOD.297

298

299
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300

301

Figure. S18. The performance of the validation data logcosh loss function for models built for302

different regions. Five lines with different colors represent results for North China, East China,303

South China, Sichuan Basin, and Shaanxi Province.304

305
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306
307

Figure. S19. The spatiotemporal distribution of CNEMC observed PM2.5 concentrations. (a)308

Year 2017. (b) Year 2018. (c) Year 2019. (d) Year 2020. (e) Monthly variations.309

310
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