SURFER v1.0: A flexible and simple model linking emissions to sea level rise
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Abstract. We present SURFER, a model for sea level rise that consists of three sub-models: an updated and expanded version of BEAM carbon cycle model (Glotter et al., 2014), a 2-box climate model that allows for solar radiation management and a simple ice sheet model that represents the tipping points and related timescales of Greenland and Antarctic ice sheets. The model, consisting of 8 ordinary differential equations, is fast, accurate up to timescales of several thousands of years and has been calibrated to reproduce results obtained by state of the art carbon cycle and ice sheet models. Additionally the ice sheet sub-model has been written in a flexible way that allows easily updating its parameters to match future results.

1 Introduction

Policy analysis and policy advice in the field of climate change is challenging and complex. Not only is it important to take into account up to date knowledge in climate science, but it is also important to be transparent and fair in the priorities and values that go into obtaining results used for advice.

A classical approach to policy advice is that of cost-benefit analysis where one proceeds by minimising a cost function — equivalently, maximising a utility function — such as to determine an optimal carbon tax, or answer questions like “what is the optimal way/path of reducing greenhouse gases (GHG) emissions in the next 100 years”. There has been a rising (but criticised, see (Gardiner, 2010)) interest for addressing the trade-offs associated with geoengineering mitigation options, such as to determine the “optimal mix of geoengineering and GHG emission reduction” (e.g., Moreno-Cruz and Keith, 2013; Helwegen et al., 2019). In that context, the “utility” is typically an aggregated quantity that somehow measures the world’s welfare¹, taking into account the costs of the different mitigation choices and the costs of damages due to climate change during the considered time-frame.

Most policy analyses put their focus on timescales of several decades to a couple of hundreds of years either by only looking at those timescales or by heavily discounting the future (e.g., Nordhaus, 1992; Moreno-Cruz and Keith, 2013; Helwegen et al., 2019; Hänsel et al., 2020), meaning that cost-benefit analyses are only performed taking into consideration the “close” future.

¹Not all studies maximise a single aggregated welfare quantity. In (Carlino et al., 2020), for example, the authors give optimal multi-objective policies with a time horizon of 500 years.
Additionally, the considered climate change damages are in general much lower than they should be, see (Keen, 2020; Keen et al., 2021) for an extensive critique. This is partly because only the damages from rising temperatures are considered, ignoring damages from ocean acidification, sea level rise and tipping points among others, and partly because of serious flaws present in the process of estimating the damages due to global warming.

It is disturbing that these studies focus on short-term periods given the well-known long residence time of carbon dioxide in the atmosphere-ocean system (Archer, 2005; Archer et al., 2009). Decisions about greenhouse gas emissions in the following decades to hundred years can have the potentially catastrophic consequences for climate and, in particular, sea level rise in the next thousands of years (e.g., Clark et al., 2016; Van Breedam et al., 2020). It is thus necessary to verify that optimal policies obtained with short-sighted analyses do not commit future generations to undesirable or even unmanageable situations. It would be even better to include such long-term effects in the policy analyses themselves.

State-of-the-art climate models are computationally too expensive to be used in policy analyses that explore many policy or control options, this is one reason why such analyses tend to rely on simplified models. Here we present a model for Sea-level Uprise Response under Forcings of Emissions and solar Radiation management (SURFER). SURFER is a light carbon-climate-ice sheets model that captures correctly timescales from decades to millennia providing melt rates for Greenland and Antarctic ice sheets in response to emissions of CO$_2$ that are compatible with state of the art ice sheet models.

Our objective is to provide a tool for assessing the long-term impacts of CO$_2$ emissions on sea level rise and ocean acidification. We show that SURFER’s outputs are compatible with the latests emission driven experiments by Earth System Models of Intermediate Complexity (EMICs) and Earth System Models (ESMs), capturing well the responses of global mean surface temperature anomaly, atmospheric carbon concentration, sea level rise and also several metrics used to assess ocean acidification.

2 Model

SURFER consists of a system of 8 ordinary differential equations for the masses of carbon in four different reservoirs (atmosphere, upper ocean layer, deeper ocean layer and land), the temperature anomalies of two different reservoirs (upper ocean layer and deeper ocean layer), and the volume of Greenland and Antarctic ice sheets.

Two external forcings drive the system: anthropogenic CO$_2$ emissions and Solar Radiation Management in the form of SO$_2$ aerosol injections.

The CO$_2$ emission rate, through the accumulation of CO$_2$ in the atmosphere and due to the greenhouse effect, leads to long-lasting temperature increases, while the aerosol injections, through reflecting some of the incoming solar radiation, are responsible for fast but short-lasting temperature decreases. We refer the readers to (Moreno-Cruz and Keith, 2013; Helwegen et al., 2019) for more information on this form of geoengineering and to (Visioni et al., 2021) for the the latests results from the Geoengineering Model Inter-comparison Project. The CO$_2$ emissions are the source in the carbon cycle sub-model, which evolves the amount of carbon in the considered carbon reservoirs. The carbon concentration in the atmosphere and the aerosol injections are the driving forces of the climate sub-model, which evolves the temperature anomalies in two thermal reservoirs.
Finally, the temperature anomaly of the upper ocean layer (assumed in equilibrium with the atmosphere and land) forces the melting of the ice sheets causing sea-level to rise. A conceptual diagram for the model can be found in Fig. 1. We have not included other interactions between the sub-models but we address the most relevant feedbacks in the discussion section.

### 2.1 Carbon cycle model

The carbon cycle model is based on BEAM, a simple carbon cycle model developed by Glotter et al. (2014) for economic and policy analyses. BEAM stands for “Bolin and Eriksson Adjusted Model” in acknowledgement of Bolin and Eriksson (1959). Since we modified the model by Glotter et al. (2014) by including an extra carbon reservoir, a land reservoir\(^2\), along with minor modifications to the original equations, we proceed with a full presentation of the carbon cycle model.

The equations for the Atmosphere (A), upper ocean layer (U), deeper ocean layer (D) and land (L) carbon reservoirs read as follows

\[
\begin{align*}
\frac{dM_A}{dt} &= E - F_{A\rightarrow U} - F_{A\rightarrow L}, \\
\frac{dM_U}{dt} &= F_{A\rightarrow U} - F_{U\rightarrow D}, \\
\frac{dM_D}{dt} &= F_{U\rightarrow D}, \\
\frac{dM_L}{dt} &= F_{A\rightarrow L},
\end{align*}
\]

\(^2\)In Bolin and Eriksson (1959) they include hummus and vegetation reservoirs. We have followed a different approach for obtaining the equations and fluxes corresponding to the land reservoir.
where $M_i$ is the mass of carbon in reservoir $i$, $F_{i \rightarrow j}$ the net carbon flux from reservoir $i$ to reservoir $j$ and $E$ is the anthropogenic carbon emission rate. As part of the land reservoir we consider only soils and vegetation, ignoring carbon in permafrost and fossil fuel reserves. Sinks and sources associated with carbon outgassing, weathering and sediment burial are ignored because they are of secondary importance at the timescales considered here (10 yr to 5000 yr).

**2.1.1 $F_{A \rightarrow U}$**

Modelling the carbon flux between the atmosphere and the ocean relies on fundamental aspects of ocean carbonate chemistry which we now summarise (see chapter 8 of textbook by Sarmiento and Gruber (2006) for a deeper treatment).

When $CO_2$ in the atmosphere goes into the ocean it undergoes a series of chemical reactions

$$CO_2(aq) + H_2O \rightleftharpoons H_2CO_3, \quad (R1)$$

$$H_2CO_3 \rightleftharpoons HCO_3^- + H^+, \quad (R2)$$

$$HCO_3^- \rightleftharpoons CO_3^{2-} + 2H^+, \quad (R3)$$

where $H_2CO_3$ represents a mix of aqueous carbon dioxide, $CO_2(aq)$, and carbonic acid, $H_2CO_3$. The distribution between the three carbon species $H_2CO_3$, $HCO_3^-$ (bicarbonate), and $CO_3^{2-}$ (carbonate), happens fast with respect to the ocean’s circulation timescale, and hence equilibrium is assumed. The equilibrium distribution relations

$$K_1 = \frac{[H^+][HCO_3^-]}{[H_2CO_3]}, \quad K_2 = \frac{[H^+][CO_3^{2-}]}{[HCO_3^-]} \quad (5)$$

are dictated by the ocean’s acidity, quantified by the proton concentration $[H^+]$. $K_1$ and $K_2$ are dissociation constants and $[H^+]$, measured in moles per kilogram, relates to the ocean pH as

$$pH = -\log_{10}[H^+]. \quad (6)$$

The total dissolved inorganic carbon (DIC) can then be written as

$$DIC = [H_2CO_3] + [HCO_3^-] + [CO_3^{2-}]$$

$$= \left(1 + \frac{K_1}{[H^+]^2} + \frac{K_1K_2}{[H^+]^3}\right)[H_2CO_3]. \quad (7)$$

In Fig. 2 we show the fractional contribution of the different carbon species to DIC for varying pH. For the present pH value of around 8 we can see in Fig. 2 that bicarbonate is the dominant carbon specie in the ocean. From the chemical reactions (R1), (R2) and (R3) we see that when $CO_2$ dissolves in the ocean, hydrogen ions are released and ocean acidifies. This in turn means that the proportion of carbonate decreases and that of $H_2CO_3$ increases. The alkalinity however, defined as the excess of bases over acids

$$Q = [HCO_3^-] + 2[CO_3^{2-}] + [OH^-] - [H^+] + [B(OH)_4^-] + \text{minor bases}, \quad (8)$$

It is common practice to consider these two species of carbon together into a single variable because they are difficult to distinguish from each other (Sarmiento and Gruber, 2006, Ch. 8.2).
Figure 2. Carbon species fractional contribution to DIC for varying pH.

does not change with those reactions. Since no other reactions are accounted for in this carbon cycle model the alkalinity remains constant. This assumption will lead to stronger than expected acidification on long timescales (≈ 4000 years) in which calcium carbonate production, dissolution and burial (not accounted for here) are significant. As it is usual practice, we will approximate the alkalinity by its dominant terms, that is by the carbonate alkalinity

\[ Q \approx [\text{HCO}_3^-] + 2[\text{CO}_3^{2-}] = \left( \frac{K_1}{[H^+]} + \frac{2K_1K_2}{[H^+]^2} \right) [\text{H}_2\text{CO}_3^*]. \] (9)

The flow of CO\(_2\) between the atmosphere and upper ocean layer is proportional to the difference in CO\(_2\) partial pressures

\[ F_{A\rightarrow U} \propto (p^A_{\text{CO}_2} - p^U_{\text{CO}_2}) \] (10)

and by writing the partial pressures as proportional to the corresponding carbon masses

\[ F_{A\rightarrow U} = -k_{A\rightarrow U}M_A + k_{U\rightarrow A}M'_U. \] (11)

where \(p^U_{\text{CO}_2}\) refers to the partial pressure of carbon in the form \(\text{H}_2\text{CO}_3^*\), and \(M'_U\) to the corresponding carbon mass. The parameters \(k_{i\rightarrow j}\) are the transport coefficients from reservoir \(i\) to reservoir \(j\).

The equilibrium concentration of \(\text{H}_2\text{CO}_3^*\) in the ocean, corresponding to an atmospheric CO\(_2\) partial pressure \(p^A_{\text{CO}_2}\) can be determined through the CO\(_2\) solubility constant

\[ K_0 = \frac{[\text{H}_2\text{CO}_3^*]}{p_{\text{CO}_2}}, \] (12)

where have written \(p_{\text{CO}_2}\) without a reservoir index because in equilibrium atmospheric and upper ocean have the same CO\(_2\) partial pressure.

\(^4\)See e.g., Chapter 8 section 8.2 of Sarmiento and Gruber (2006) for more details on this.
2.1.2 \( F_{U \rightarrow D} \)

The exchange of carbon between the two ocean layers is ruled by oceanic currents and therefore depends on the total dissolved inorganic carbon in each layer

\[
F_{U \rightarrow D} = k_{U \rightarrow D} M_U - k_{D \rightarrow U} M_D. \tag{13}
\]

This is in contrast with the carbon exchange between the upper ocean to atmosphere which depends on the upper ocean carbon concentration in the form of \( \text{H}_2\text{CO}_3^* \). Now we can write the carbon cycle equations as

\[
\frac{dM_A}{dt} = E - k_{A \rightarrow U} M_A + k_{U \rightarrow A} M'_U - F_{A \rightarrow L}, \tag{14a}
\]

\[
\frac{dM_U}{dt} = k_{A \rightarrow U} M_A - k_{U \rightarrow A} M'_U - k_{U \rightarrow D} M_U + k_{D \rightarrow U} M_D, \tag{14b}
\]

\[
\frac{dM_D}{dt} = k_{U \rightarrow D} M_U - k_{D \rightarrow U} M_D, \tag{14c}
\]

\[
\frac{dM_L}{dt} = F_{A \rightarrow L}. \tag{14d}
\]

Following Bolin and Eriksson (1959) we assume that the four reservoirs were in equilibrium in pre-industrial times (with \( E(t_{PI}) = 0 \)) and we examine the equilibrium equations

\[
0 = -k_{A \rightarrow U} M_A(t_{PI}) + k_{U \rightarrow A} M'_U(t_{PI}) - F_{A \rightarrow L}(t_{PI}), \tag{15a}
\]

\[
0 = k_{A \rightarrow U} M_A(t_{PI}) - k_{U \rightarrow A} M'_U(t_{PI}) - k_{U \rightarrow D} M_U(t_{PI}) + k_{D \rightarrow U} M_D(t_{PI}), \tag{15b}
\]

\[
0 = k_{U \rightarrow D} M_U(t_{PI}) - k_{D \rightarrow U} M_D(t_{PI}), \tag{15c}
\]

\[
0 = F_{A \rightarrow L}(t_{PI}). \tag{15d}
\]

These allow to relate transport coefficients

\[
k_{A \rightarrow U} = k_{U \rightarrow A} \frac{M'_U(t_{PI})}{M_A(t_{PI})}, \tag{16}
\]

\[
k_{U \rightarrow D} = k_{D \rightarrow U} \frac{M_D(t_{PI})}{M_U(t_{PI})}. \tag{17}
\]

where we can further write

\[
M'_U = [\text{H}_2\text{CO}_3^*] W_U \bar{m}_C
\]

\[
M_A = \text{moles of CO}_2 \text{ in atmosphere} \times \bar{m}_C,
\]

\[
M_{(U,D)} = \text{DIC}_{(U,D)} W_{(U,D)} \bar{m}_C,
\]

where \( W_U \) and \( W_D \) stand for the whole mass of the upper and deeper ocean layers and can be approximated by

\[
W_U \approx m_O \bar{m}_W \frac{h_U}{h_U + h_D}, \quad W_D \approx m_O \bar{m}_W \frac{h_D}{h_U + h_D}, \tag{18}
\]
with \( m_O \) the moles of water in the ocean, \( \bar{m}_W \) the molar mass of H\(_2\)O, \( \bar{m}_C \) the molar mass of carbon and \( h_U \) and \( h_D \) the thicknesses of the ocean layers. Considering the equilibrium solubility relation (12) and 

\[
p^A_{\text{CO}_2} = 1 \text{ (atm)} \frac{\text{moles of CO}_2 \text{ in atmosphere}}{\text{moles in atmosphere}}
\]

we arrive at

\[
k_{A \rightarrow U} = k_{U \rightarrow A} \frac{M_U(t_{PI})}{M_A(t_{PI})} = k_{U \rightarrow A} \frac{W_U K_0}{m_A},
\]

\[
k_{U \rightarrow D} = k_{D \rightarrow U} \frac{M_D(t_{PI})}{M_U(t_{PI})} = k_{D \rightarrow U} \delta_{\text{DIC}} \frac{h_D}{h_U},
\]

where \( m_A \) are the moles of air in the atmosphere and

\[
\delta_{\text{DIC}} = \frac{\text{DIC}_D(t_{PI})}{\text{DIC}_U(t_{PI})}
\]

where \( \text{DIC}_U(t_{PI}) \) and \( \text{DIC}_D(t_{PI}) \) are the pre-industrial DIC concentration in upper and lower ocean layers. This parameter is a way to take into account the biological and carbonate pumps as it specifies the DIC gradient between the two ocean layers.

The next step is to express the carbon mass in H\(_2\)CO\(_3^+\) form, \( M_U' \), in Eqs. (14) as a function of the state variables. We begin by

\[
\frac{M_U'}{M_U} = \frac{[\text{H}_2\text{CO}_3^+]_U}{\text{DIC}_U} = \left( 1 + \frac{K_1}{[\text{H}^+]_U} + \frac{K_1 K_2}{[\text{H}^+]_U^2} \right)^{-1}.
\]

Using the definitions of DIC and carbonate alkalinity \( Q \) in Eq. (9), and the relation of DIC with carbon mass \( M_i \), \([\text{H}^+]_i \) can be solved for in terms of \( M_i \),

\[
[\text{H}^+]_i = \frac{K_1}{2Q_i} \left( (M_i - \bar{Q}_i)^2 - 4 \frac{K_2}{K_1} \bar{Q}_i (\bar{Q}_i - 2M_i) + (M_i - \bar{Q}_i) \right)
\]

with \( i = U \) or \( D \) and where

\[
\bar{Q}_i = Q_i W_i \bar{m}_C
\]

is the carbon mass corresponding to the carbonate alkalinity. The factor tracking the ocean’s buffer capacity becomes

\[
B(M_U) \equiv \frac{M_U'}{M_U} = \frac{1}{2} - \frac{\bar{Q}_U}{2M_U} + \frac{K_1}{2M_U} \frac{(M_U - \bar{Q}_U)^2 - 4 \frac{K_2}{K_1} \bar{Q}_U (\bar{Q}_U - 2M_U) - 4M_U K_2}{2M_U (K_1 - 4K_2)}.
\]

### 2.1.3 \( F_{A \rightarrow L} \)

Now we turn to the equation for the land reservoir. The proposed equation is not process based, it is instead based on the output of the Zero Emissions Commitment Model Inter-comparison Project (ZECMIP) (Jones et al., 2019; MacDougall et al., 2020) experiments by different EMICs and ESMs.
We analysed the output of the ZECMIP experiments B1 and B3 in (Jones et al., 2019; MacDougall et al., 2020), and observed that the land carbon anomaly relaxes to a value proportional to the atmospheric carbon anomaly after typically 4 to 6 decades. This behaviour can be captured by the following relation:

$$\delta M_L(t) = \alpha_L \delta M_A(t),$$

where $\delta M_i(t) = M_i(t) - M_i(t_{PI})$. The values of $\alpha_L$ approached by the different models in B1 experiments (lower cumulated emissions) tend to be higher than the ones approached by the higher cumulated emissions experiment B3. We noticed that the quantity

$$\frac{\delta M_L(t)}{M_A(t)} \frac{M(t)}{M_A(t_{PI})}$$

tends to approach a model dependent constant value, say $\beta_L$, which is independent of the cumulated emissions after 4 to 6 decades. Based on these observations we propose the following equation for the land carbon anomaly $\delta M_L$:

$$\frac{d\delta M_L}{dt} = k_{A\rightarrow L} \left( \beta_L \frac{M_A(t_{PI})}{M_A} \delta M_A - \delta M_L \right).$$

The final equations for the carbon cycle can now be written as

1. There is a land carbon reservoir, this is an important update to the Glotter et al. (2014) model as it improves the agreement with most recent results from EMICs and ESMs.
2. The ocean buffer factor is explicitly written in terms of $M_U$ to highlight the non-linear nature of the model.
3. The relation between the transport coefficients between the two ocean layers here depends not only on the ratio of the thickness of the layers ($\delta$) but also on the ratio of their pre-industrial concentration of dissolved inorganic carbon ($\delta_{DIC}$). This allows for an equilibrium solution in which the dissolved inorganic carbon concentration is different in the upper and lower layer, which is known to be the case due to the soft tissue and carbonate pumps. Even if SURFER does not explicitly consider those two pumps, including the pre-industrial DIC ratio of the two ocean layers yields better results for ocean acidification related quantities than assuming same carbon concentration at equilibrium.
The presented carbon cycle equations for atmosphere and ocean (and also the ones in Ref. Glotter et al. (2014)) look very similar to the ones considered in DICE, the Dynamic Integrated model of Climate and the Economy (Nordhaus, 1992, 2013). The big difference between the two is that the upper ocean buffer factor \( B \) is considered to be constant in DICE while in SURFER it evolves with the ocean acidification. By including the non-linearities due to ocean carbonate chemistry, SURFER’s carbon cycle, as the one by Glotter et al. (2014), captures the fact that as the ocean takes in \( \text{CO}_2 \) from the atmosphere it becomes a worse sink for future \( \text{CO}_2 \) intake. This enables the correct tracking of carbon concentrations up to timescales of several thousands of years which is impossible with a linear model like DICE. One of the main objectives of the present contribution is to provide a model of sea level rise caused by ice sheet melting which is a slow process lasting several thousands of years. As explained by Archer et al. (2009), a linear carbon cycle is inadequate for such long-term purposes.

Another benefit of SURFER’s carbon cycle is the tracking of the pH and the concentrations of the different carbon species in the ocean; this can be done a posteriori, using the obtained \( M_U(t) \) together with Eqs. (22), (6), (9) and (5). SURFER can thus be of use for policy analyses that deal with ocean acidification.

Ocean acidification destabilises marine ecosystems making it more difficult for shellfish and corals to grow. As such, ocean acidification is one of the 9 identified planetary boundaries (Rockström et al., 2009; Steffen et al., 2015). This planetary boundary has however not been quantified in terms of pH, it is instead given in terms of the aragonite saturation state which can be approximated as

\[
\Omega_{ar} \approx \frac{[\text{CO}_3^2^-]}{[\text{CO}_3^2^-]_{\text{saturation}_{ar}}},
\]

where \([\text{CO}_3^2^-] \) is the carbonate concentration in the ocean and \([\text{CO}_3^2^-]_{\text{saturation}_{ar}} \) is the carbonate concentration at which aragonite is saturated\(^5\). Aragonite is the most vulnerable form of calcium carbonate and its saturation state relates in a more straightforward way to some forms of marine life than pH. A value of \( \Omega_{ar} < 1 \) means that aragonite dissolves but organisms struggle to grow and thrive already at bigger values of \( \Omega_{ar} \). The planetary boundary is set at 80% of the pre-industrial value which was \( \Omega_{ar}(t_{PI}) = 3.44 \).

### 2.2 Climate model with solar radiation management

SURFER’s climate sub-model is a linear 2-box model, similar to those in (Gregory, 2000; Held et al., 2010), for the evolution of the upper and deeper ocean temperature anomalies, \( \delta T_U \) and \( \delta T_D \) respectively

\[
c_{vol} h_U \frac{d\delta T_U}{dt} = \beta \left( \frac{F(M_A, I)}{\beta} - \delta T_U \right) - \gamma \left( \delta T_U - \delta T_D \right),
\]

\[
c_{vol} h_D \frac{d\delta T_D}{dt} = \gamma \left( \delta T_U - \delta T_D \right).
\]

The atmosphere is assumed to be in thermal equilibrium with the upper ocean layer. Due to this, and the fact that the upper ocean heat capacity is much bigger than that of the atmosphere, the atmosphere is not explicitly part of the climate sub-model and the radiative forcings are applied to the upper ocean layer. The constant \( c_{vol} \) is the seawater’s volumetric heat capacity.

---

\(^5\)[\text{CO}_3^2^-]_{\text{saturation}_{ar}} \) depends strongly on pressure and hence changes along the water column.
obtained by multiplying the specific heat capacity of seawater and the density of seawater. The thicknesses \( h_U \) and \( h_D \) of the two ocean layers are the same as for the carbon cycle. The thermal conductivity between the ocean layers is denoted by \( \gamma \) and \( \beta \) is the climate feedback parameter related to the equilibrium climate sensitivity

\[
\text{ECS} = \frac{F_{2X}}{\beta},
\]

(31)

with \( F_{2X} \) the radiative forcing corresponding to a doubling of CO\(_2\). The anthropogenic radiative forcing in Eq. (29) responsible for the temperature anomalies consists of two terms,

\[
F(M_A, I) = F_{2X} \log_2 \left( \frac{M_A}{M_A(t_{PI})} \right) - \alpha_{SO2} \exp\left(-\frac{(\beta_{SO2}/I)_{SO2}}{\gamma_{SO2}}\right),
\]

(32)

a first one corresponding to the standard greenhouse effect and a second one corresponding to solar radiation management in the form of aerosol injection. The solar radiation management term comes from (Niemeier and Timmreck, 2015). \( I \) corresponds to the sulfur injection rate and is in general time dependent.

2.3 Ice sheets and sea level rise

Multi-stability regions and tipping points have been identified both for the Greenland and Antarctic ice sheets (e.g., Lenton et al., 2008; Letreguilly et al., 1991; Pattyn, 2006; Ridley et al., 2010; Robinson et al., 2012; Gregory et al., 2020; Garbe et al., 2020). The proposed ice sheet model highlights those tipping points and is easy to adapt to capture the dynamics of these two ice sheets. The state variable is the volume fraction of ice with respect to a reference state, which we set to pre-industrial state. The sea level rise with respect to pre-industrial times is computed as a function of the ice sheets’ melted fractions of ice and their total sea level rise potential.

To capture the dynamics of an ice sheet featuring multi-stability and tipping points we propose a non linear ordinary differential equation for the ice volume fraction

\[
\frac{dV}{dt} = \mu(V, \delta T_U) \left(-V^3 + a_2 V^2 + a_1 V + c_1 \delta T_U + c_0\right),
\]

(33)

where the third-order polynomial of the volume fraction and the term proportional to a forcing temperature imply a double fold bifurcation diagram for the steady states in terms of a constant forcing temperature, see Fig. 3. In contrast to the ocean part of the carbon cycle model and climate model presented before, the ice sheet model is not derived from physical processes; it is a generic dynamical system model based on the concept of a double-fold bifurcation calibrated on state-of-the-art ice sheet models’ output. The constant parameters \((a_2, a_1, c_1, c_0)\) are given in terms of the bifurcation points \((T_+, V_+), (T_-, V_-)\) as

\[
a_2 = \frac{3(V_- + V_+)}{2},
\]

(34a)

\[
a_1 = -3V_- V_+,
\]

(34b)

\[
c_1 = \frac{(V_+ - V_-)^3}{2(T_+ - T_-)},
\]

(34c)

\[
c_0 = +\frac{T_+ V_+^2 (V_- - 3V_+) - T_- V_-^2 (V_+ - 3V_-)}{2(T_+ - T_-)},
\]

(34d)
which are the quantities which determine the steady-state structure of the system, see Fig. 3. Since we want to impose the additional constraint of there existing a steady-state ice volume fraction of 1 at temperature anomaly equal to 0, the number of free parameters is reduced by one by setting

\[
V_\pm = \frac{-2 + V_+ \left(1 + G^{1/3} + G^{-1/3}\right)}{-1 + G^{1/3} + G^{-1/3}}
\]  
(35)

with

\[
G = \left(\frac{T_+ + T_- + 2\sqrt{T_T}}{T_+ - T_-}\right).
\]  
(36)

Instead of fixing the 4 parameters \((T_+, V_+), (T_-, V_-)\) independently, \(V_-\) is given in terms of the other three such that the pre-industrial reference state condition \(V_{eq}(\delta T_U = 0) = 1\) is satisfied.

The evolution is further affected by the forcing temperature \(\delta T_U\) and inverse timescale

\[
\mu(V, \delta T_U) = \begin{cases} 
1/\tau_+ & \text{if } H > 0, \\
1/\tau & \text{if } H < 0 \text{ and } V > 0, \\
0 & \text{if } H < 0 \text{ and } V = 0,
\end{cases}
\]  
(37)

with

\[
H = (-V^3 + a_2 V^2 + a_1 V + c_1 \delta T_U + c_0).
\]  
(38)

We write \(\mu(V, \delta T_U)\) as a function of the state variables \(V\) and \(\delta T_U\) in such a way that it can take 3 different constant values.

This is done to reflect the fact that there is a timescale asymmetry between the processes of melting and freezing ice and to ensure that the ice fraction remains bigger or equal to zero.
2.4 Units, parameters and initial conditions

In this section we give the values and units of the parameters used to run the model. We also provide an explanation of how we have fixed some of them and obtained the pre-industrial initial conditions that we use in Sec. 3.

Parameters and initial conditions for the carbon cycle model can be found in Tables 1 and 2, the parameters for the climate model are in Table 3 and the ones for the ice sheet model (adapted to Greenland and Antarctica) can be found in Table 4. All examples in this paper will start from pre-industrial conditions, which for the climate and ice sheet models are trivial, \( \delta T_{(U,D)}(t_{PI}) = 0 \), \( V_{(G,A)}(t_{PI}) = 1 \).

2.4.1 Carbon cycle

The dissociation parameters \( K_1 \) and \( K_2 \), the \( CO_2 \) solubility \( K_0 \), and the alkalinity \( Q \) are assumed to be constant. A temperature \( (T) \) and salinity \( (S) \) dependent alternative is provided for \( K_1 \), \( K_2 \) and \( K_0 \) in (Sarmiento and Gruber, 2006, Pg. 325). The specific values that we will be using for the constants \( K_1 \), \( K_2 \) and \( K_0 \) have been obtained from the expressions in (Sarmiento and Gruber, 2006). We fix the parameter \( \delta_{DIC} \) to 1.15 in accordance with data provided in (Sarmiento and Gruber, 2006, Pg. 320).

We fix the parameters \( K_1 \), \( K_2 \) and \( K_0 \) in the carbon cycle model by ensuring that initial conditions are consistent with pre-industrial data. The parameter \( \delta = h_D/h_U \), also playing a role in the initial conditions, has been set to \( \delta = 20 \), which is a middle ground between the thermal box sizes of (Gregory, 2000; Held et al., 2010) and the ratio of sizes suggested in (Bolin and Eriksson, 1959; Glotter et al., 2014), the reason for the chosen value is provided below. Other parameters, like \( k_{A\rightarrow U} \), \( k_{U\rightarrow D} \) and \( k_{A\rightarrow L} \) have been adjusted to match the dynamics of more complex carbon cycle models. We now proceed with a more in depth explanation.

In pre-industrial times the atmospheric \( CO_2 \) concentration was 280ppm which corresponds to an atmospheric carbon mass

\[
M_A(t_{PI}) = \text{moles of } CO_2 \text{ in atmosphere}(t_{PI}) \times \bar{m}_C = 280 \times 10^{-6} \ m_A \bar{m}_C = 580.3 \ \text{PgC}.
\]

where \( \bar{m}_C \) is the Carbon molar mass. We assume that in pre-industrial conditions the carbon cycle was in equilibrium. Additionally we impose that the total mass of carbon in the ocean was 38000 PgC. Using the relations between ocean carbon masses, the corresponding DICs and the equilibrium equations we can write

\[
M_U(t_{PI}) + M_D(t_{PI}) = DIC_U(t_{PI})m_O\bar{m}_C\bar{m}_W\frac{1 + \delta_{DIC}\delta}{1 + \delta} = 38000 \ \text{PgC} \tag{39}
\]

where we have written the carbon and water molar masses as \( \bar{m}_{(C,W)} \). We see that \( \delta = 20 \) implies a reasonable value of DIC

\[ DIC_U(t_{PI}) = 1973.53 \ \mu \text{mol kg}^{-1}. \]

---

6Similar expressions are given in Ref. Glotter et al. (2014)
7This value of DIC is one of the ingredients used to fix the dissociation and solubility constants
The pH of the upper ocean in pre-industrial times was around 8.2. Here we will fix it to 8.17 in accordance to historical CMIP6 results in (Gutiérrez et al., 2021) which implies a Hydrogen ion concentration of \([H^+](t_{PI}) = 10^{-8.17} \text{ mol kg}^{-1}\). \(Q_U\) and DIC\(_U\) at pre-industrial time can be written as

\[
Q_U = \left( \frac{K_1}{[H^+](t_{PI})} + \frac{2K_1K_2}{([H^+](t_{PI}))^2} \right) K_0 p_{CO_2}^A(t_{PI}),
\]

\[
\text{DIC}_U(t_{PI}) = \left( 1 + \frac{K_1}{[H^+](t_{PI})} + \frac{K_1K_2}{([H^+](t_{PI}))^2} \right) K_0 p_{CO_2}^A(t_{PI})
\]

where \(p_{CO_2}^A(t_{PI}) = 280 \times 10^{-6} \text{ atm}\). We use these relations to fix the dissociation and solubility constants. First, we impose an alkalinity value compatible with observations \(Q_U = 2200 \mu\text{mol kg}^{-1}\). Second, we impose the already fixed value of \(\text{DIC}_U(t_{PI}) = 1973.53 \mu\text{mol kg}^{-1}\). Third, we use the temperature \((T)\) and salinity \((S)\) dependent expressions for the dissociation and solubility given in (Sarmiento and Gruber, 2006). Last, we solve the system of two equations for \(T\) and \(S\) numerically.

Such a procedure yields “effective” \(T = 294.7\text{K}\) and \(S = 32.49\%\) a warmer and slightly less salty ocean than the global averages, but they determine dissociation constants which, in the end, yield realistic carbon masses, concentrations, and alkalinity in the pre-industrial ocean.

We ignore the temperature dependence of the carbonate concentration corresponding to aragonite saturation and we fix it to

\[
[\text{CO}_3^{-2}][\text{saturation \text{at}}] = \frac{[\text{CO}_3^{-2}](t_{PI})}{\Omega_m(t_{PI})}
\]

where \([\text{CO}_3^{-2}](t_{PI})\) is obtained through Eqs. (5) and (12) and \(\Omega_m(t_{PI}) = 3.44\) from (Rockström et al., 2009; Steffen et al., 2015).

The ZECMIP B1 and B3 experiments outputs suggest a land carbon parameter \(\beta_L\) between 0.5 and 2.3 We settled for 1.7 but the choice is not critical. The pre-industrial mass of land carbon is set to 2200 PgC for plotting purposes but this quantity does not affect the land carbon uptake.

Finally, for the inverse timescale \(k_{A\rightarrow U}\) we kept he value recommended by Glotter et al. (2014). \(k_{U\rightarrow D}\) was fixed to obtain a timescale for the deep ocean dynamics of 1000 years \(k_{U\rightarrow D} = \delta \delta_{\text{DIC}}/1000\). The inverse timescale \(k_{A\rightarrow L}\) was fixed to match the output of ZECMIP B1 and B3 experiments.

Users of the model are invited to explore other possibilities of fixing parameters but in this paper we will restrict ourselves to using SURFER only with the supplied parameters and initial conditions and we will show that, despite its simplicity, its predictions are in excellent agreement with more complex models.

### 2.4.2 Climate

In the climate model we need to fix the parameters \(h_U\) (or \(h_D\), since the ratio \(\delta\) has already been fixed), \(c_{vol}\), \(F_{2X}\), \(\beta\), \(\gamma\), and the parameters from the aerosol forcing \(\alpha_{SO_2}, \beta_{SO_2}, \gamma_{SO_2}\). The values adopted in the following are listed on Table 3.

The sea water volumetric heat capacity \(c_{vol}\) is obtained by multiplying the specific heat capacity of seawater, which is taken to be 3850 J kg\(^{-1}\) °C\(^{-1}\) and the density of seawater, taken to be 1027 kg m\(^{-3}\). The extra radiative forcing due to a doubling
Table 1. Values of parameters for the carbon cycle model.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>20</td>
</tr>
<tr>
<td>$\delta_{\text{DIC}}$</td>
<td>1.15</td>
</tr>
<tr>
<td>$K_0$</td>
<td>$3.148 \times 10^{-2} \text{ mol (kg atm)}^{-1}$</td>
</tr>
<tr>
<td>$K_1$</td>
<td>$1.326 \times 10^{-6} \text{ mol kg}^{-1}$</td>
</tr>
<tr>
<td>$K_2$</td>
<td>$9.198 \times 10^{-10} \text{ mol kg}^{-1}$</td>
</tr>
<tr>
<td>$m_A$</td>
<td>$1.727 \times 10^{20} \text{ mol}$</td>
</tr>
<tr>
<td>$m_O$</td>
<td>$7.8 \times 10^{22} \text{ mol}$</td>
</tr>
<tr>
<td>$\dot{m}_C$</td>
<td>$12 \times 10^{-3} \text{ kg mol}^{-1}$</td>
</tr>
<tr>
<td>$\dot{m}_W$</td>
<td>$18 \times 10^{-3} \text{ kg mol}^{-1}$</td>
</tr>
<tr>
<td>$Q_U$</td>
<td>$2.2 \times 10^{-3} \text{ mol kg}^{-1}$</td>
</tr>
<tr>
<td>$\dot{Q}_U$</td>
<td>1765.0 PgC</td>
</tr>
<tr>
<td>$[\text{CO}<em>2^+]</em>{\text{saturation at}}$</td>
<td>68.40 $\mu$mol kg$^{-1}$</td>
</tr>
<tr>
<td>$k_{A \rightarrow U}$</td>
<td>0.25 yr$^{-1}$</td>
</tr>
<tr>
<td>$k_{U \rightarrow D}$</td>
<td>0.023 yr$^{-1}$</td>
</tr>
<tr>
<td>$k_{U \rightarrow L}$</td>
<td>0.025 yr$^{-1}$</td>
</tr>
<tr>
<td>$\beta_L$</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 2. Initial equilibrium pre-industrial conditions obtained for the parameters specified in Table 1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_A(t_{PI})$</td>
<td>580.3 PgC</td>
</tr>
<tr>
<td>$M_U(t_{PI})$</td>
<td>1583.3 PgC</td>
</tr>
<tr>
<td>$M_D(t_{PI})$</td>
<td>36416.7 PgC</td>
</tr>
<tr>
<td>$M_L(t_{PI})$</td>
<td>2200 PgC</td>
</tr>
</tbody>
</table>

concentration of CO$_2$, $F_{2X}$, comes from the 6th IPCC Assessment Report (Arias et al., 2021) and parameter $h_U$ comes from (Gregory, 2000). $\beta$ and $\gamma$ have been fixed to yield Equilibrium Climate Sensitivity and Transient Climate Response

$$\text{ECS} = \frac{F_{2X}}{\beta} = 3.5, \quad \text{TCR} = \frac{F_{2X}}{\beta + \gamma} = 2.0,$$

(41)
compatible with results in the 6th IPCC Assessment Report (Arias et al., 2021), i.e., ECS very likely [2 to 5] °C and TCR very likely [1.4 to 2.2] °C. Aerosol forcing parameters come from the work of Niemeier and Timmreck (2015).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{2X}$</td>
<td>3.9 W m$^{-2}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.1143 W m$^{-2}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.8357 W m$^{-2}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$h_U$</td>
<td>150 m</td>
</tr>
<tr>
<td>$h_D$</td>
<td>3000 m</td>
</tr>
<tr>
<td>$c_{vol}$</td>
<td>0.13 W yr m$^{-3}$ °C$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_{SO_2}$</td>
<td>65 W m$^{-2}$</td>
</tr>
<tr>
<td>$\beta_{SO_2}$</td>
<td>2246 TgS yr$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_{SO_2}$</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 3. Values of parameters for the temperature module.

2.4.3 Ice sheets

We now proceed to fix the values of the parameters $(T_+, T_-, V_+, \tau_+, \tau_-)$\(^8\) for adapting the ice sheet model to Greenland and Antarctica, see Table 4.

For Greenland, we have fixed the bifurcation points $(T_+, V_+)$ and the melting timescale $\tau_-$ by fitting SURFER to the results of Robinson et al. (2012)\(^9\); to fix $\tau_+$ we have instead looked at the timescales that appear on the freezing experiments in (Letreguilly et al., 1991; Pattyn, 2006). For the case of Antarctica we have relied on two references, Garbe et al. (2020); Van Breedam et al. (2020), to fix $(T_+, V_+, \tau_-)$; the first one containing steady state experiments and the second one dynamical experiments. The parameter $\tau_+$ has been fixed by fitting to the results of (Pattyn, 2006; Huybrechts, 1993). Greenland’s and Antarctic’s ice sheet SLR potential, linking the ice volume fraction to an eustatic sea-level rise, come from (Van Breedam et al., 2020) and (Garbe et al., 2020) respectively.

Again, SURFER is intended to be tuned on state-of-the art models. Its parameters can, therefore, be revised as new simulations become available.

\(^8\)The parameter $V_-$ has been fixed by using Eq. (35).

\(^9\)Notice that $\delta T_U$ is the global mean temperature anomaly and that their plots are for regional summer temperature anomaly. On their supplementary information they explain how to relate the two.
Table 4. Values of parameters used here for Greenland and Antarctic ice sheets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Greenland’s value</th>
<th>Antarctica’s value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_+$</td>
<td>1.6 °C</td>
<td>6.8 °C</td>
</tr>
<tr>
<td>$T_-$</td>
<td>0.4 °C</td>
<td>5.5 °C</td>
</tr>
<tr>
<td>$V_+$</td>
<td>0.77</td>
<td>0.55</td>
</tr>
<tr>
<td>$V_-$</td>
<td>0.3649</td>
<td>0.108</td>
</tr>
<tr>
<td>$\tau_+$</td>
<td>5500 yr</td>
<td>5500 yr</td>
</tr>
<tr>
<td>$\tau_-$</td>
<td>400 yr</td>
<td>500 yr</td>
</tr>
<tr>
<td>SLR potential</td>
<td>7.4 m</td>
<td>55 m</td>
</tr>
</tbody>
</table>

2.5 Numerics

The model has been implemented in The Julia Programming Language (Bezanson et al., 2017) in the jupyter-lab environment. The equations have been integrated using the package DifferentialEquations.jl with the integration method Rosenbrock23() with abstol=1e-12 and reltol=1e-3. The model runs extremely fast, each run of up to 10000 years taking $\approx 0.003$ seconds on a laptop with processor Intel® Core™ i7-9850H CPU @ 2.60GHz × 12.

3 Showcasing the model

In this section we show the model’s behaviour when forced by different CO$_2$ emission scenarios. Whenever it has been possible to retrieve outputs of other models we have done so for making the comparison easier.

3.1 ZECMIP B1 and B3 experiments

The ZECMIP B1 and B3 experiments (Jones et al., 2019; MacDougall et al., 2020) consist in starting with pre-industrial conditions and forcing the system with the bell shaped emission curves in Fig. 4 corresponding to 1000 PgC cumulated emissions for the B1 experiment and 2000 PgC for the B3 experiment. We consider the output of 6 EMICs and 2 ESMs that participated in the ZECMIP experiment. The EMICs are Bern3D-LPX-ECS3K, DCESS1.0, MESM, MIROC-lite-LCM, PLASIM-GENIE, UVicESCM2.10 and the ESMs are GFDL-ESM2M and NorESM2-LM. Figures 5 and 6 show the good agreement of SURFER’s output to that of the ZECMIP experiments. SURFER’s land model is closer to the ESMs than the EMICs although this can be changed by tuning $\beta_L$ on the carbon cycle equations.
3.2 Ocean acidification under RCP or SSP forcing scenarios

In this section we run SURFER forced with historic CO$_2$ emissions followed by CO$_2$ emissions associated to the Representative Concentration Pathways (RCPs) and Shared Socio-economic Pathways (SSPs) together with their extensions (Meinshausen et al., 2011, 2020)$^{10}$, see Fig. 7. For the RCPs emission scenarios we have considered, as Van Breedam et al. (2020), that CO$_2$ emissions are zero from 2300 onwards. For the SSPs emission scenarios, as in (Meinshausen et al., 2020), we consider that CO$_2$ emissions are zero from 2250. We have considered that the Solar Radiation Management sulphur injections remain zero during the whole simulation period.

Figure 8 shows the evolution of different variables when forced by these scenarios. As CO$_2$ is emitted into the atmosphere, the CO$_2$ concentration in the atmosphere rises and so does the temperature and the DIC in the ocean’s upper layer. Together with the increase in DIC, the pH, carbonate concentration and aragonite saturation state decrease. For the aragonite saturation state ($\Omega_{ar}$), in Fig. 8, we have shadowed the region beyond the planetary boundary for ocean acidification. SURFER predicts that all considered emission scenarios cross that planetary boundary. Scenarios RCP8.5, SSP5-8.5 and SSP3-7 reach values of aragonite saturation state smaller or close to 1; in those scenarios aragonite would dissolve in the upper ocean.

Figure 9 compares SURFER’s pH prediction to that of CMIP5 and CMIP6 shown in (Kwiatkowski et al., 2020). SURFER exhibits more acidification than CMIP5 and CMIP6 but it is in better agreement with CMIP6 runs.

3.3 Sea level rise in extended RCP scenarios

In this section we show the long-term model’s behaviour when forced by historic anthropogenic CO$_2$ emissions followed by the extended RCPs emission scenarios, see (Moss et al., 2010; Meinshausen et al., 2011), which we continue to extend from the year 2300 onwards with zero emissions, as in (Van Breedam et al., 2020), see Fig. 7.

$^{10}$For the SSPs we were only able to find the emission data up to 2100. We modelled the extension with a linear function going to zero by 2250. This is what was done by Meinshausen et al. (2020) except for the lowest emission scenario SSP1-2.6.
Figure 5. ZECMIP B1 experiment outputs of 6 EMICs, 2 ESMs and SURFER. From left to right, top to bottom: CO$_2$ concentration in the atmosphere, atmospheric global mean temperature anomaly, dissolved inorganic carbon in the upper layer, dissolved inorganic carbon anomaly in the upper layer, total of carbon in the land reservoir and carbon anomaly in land reservoir.
Figure 6. ZECMIP B3 experiment outputs of 6 EMICs, 2 ESMs and SURFER. From left to right, top to bottom: CO$_2$ concentration in the atmosphere, atmospheric global mean temperature anomaly, dissolved inorganic carbon in the upper layer, dissolved inorganic carbon anomaly in the upper layer, total of carbon in the land reservoir and carbon anomaly in land reservoir.
Simulations were started from pre-industrial conditions considering an initial volume fraction of 1 for both ice sheets. Solar Radiation Management sulfur injections remain zero during the whole simulation period.

Figure 10 shows the behaviour of some of the tracked variables for a period of 10000 years. Due the absence of calcium carbonate reactions in the carbon sub-model and the fact that SURFER does not include any feedback from the ice sheet melting on the temperature, quantities from the carbon cycle and climate sub-models have reached equilibrium around year 6000. After that time only the ice sheet components of the model continue to evolve. If carbonate compensation was included, a slow lowering of the atmospheric CO₂ concentration and temperature would be observed, together with its corresponding effect on the ice sheets\(^{1}\). Albedo feedbacks of the ice sheets on the climate sub-model would act in the opposite direction increasing the temperature. These effects, as mentioned in the discussion session, are expected to be relatively small.

The agreement of the sea level rise plot, Fig. 10, with the results shown in Fig. 5 of (Van Breedam et al., 2020) is good, specially for the Antarctic ice sheet. The agreement for the Greenland’s ice sheet is not as good, specially for the two lowest forcing scenarios. The reason for this is that we fixed Greenland’s parameters according to the results of Robinson et al. (2012) and that the tipping points do not exactly coincide; Greenland’s ice sheet in (Robinson et al., 2012), and hence SURFER’s, seems to have a higher temperature tipping point than the one of in (Van Breedam et al., 2020). SURFER can also track the sea level rise rate, see Fig. 10, a quantity that plays a crucial role in the context of adaptation to sea level rise. Greenland completely melts around the year 5000 for scenario RCP-8.5, this explains the small but sharp drop in the rate of sea level rise around the same time for the corresponding scenario.

### 3.4 Solar radiation management

As a last example we perform an experiment done by the Geoengineering Model Inter-comparison project and compare SURFER’s output to their results. We focus on the G6sulfur experiment introduced in (Kravitz et al., 2015). In the G6sulfur \(^{11}\)We expect this effect to be small because most of the ice sheet melting occurs in the first thousands of years where carbonate compensation still plays a very subdominant role.
Figure 8. SURFER’s output when forced by the extended RCPs and SSPs emission scenarios. From left to right, top to bottom: atmospheric CO$_2$ concentration, global mean temperature anomaly, Dissolved Inorganic Carbon in the upper layer, pH in the upper layer, aragonite saturation state in the upper layer and carbonate concentration in the upper layer.
Figure 9. Change in pH in the upper ocean layer under RCPs and SSPs emission scenarios.

In our experiment, stratospheric aerosols are injected into the model with the goal of reducing the magnitude of the net anthropogenic radiative forcing from a high forcing scenario (SSP5-8.5) to match that of a medium forcing scenario (SSP2-4.5).

We run SURFER forced by the CO$_2$ emissions corresponding to the SSP scenarios SSP5-8.5 and SSP2-4.5 in the absence of solar radiation management. We compute the radiative forcing difference between the two scenarios, and we perform a third run in which SURFER is forced by the CO$_2$ emissions corresponding to scenario SSP5-8.5 and with sulfur aerosol injections exactly compensating the extra radiative forcing in SSP5-8.5 with respect to SSP2-4.5.

\[
I(t) = \beta_{SO_2} \left(- \log \left( \frac{F^{(SSP5-8.5)}(t) - F^{(SSP2-4.5)}(t)}{\alpha_{SO_2}} \right) \right)^{1/\gamma_{SO_2}}
\]

with $F^{(SSP2-4.5)}$ and $F^{(SSP2-4.5)}$ the time varying radiative forcing obtained under the corresponding scenarios.

Figure 11 shows SURFER predictions for CO$_2$ concentration, radiative forcing, temperature and pH of upper ocean layer. This shows that while the radiative forcing, and hence the temperature, is lowered by the injection of aerosols, the high CO$_2$ concentration and ocean acidification related problems remain. In Figure 12 we compare the rate of sulfur injections needed by SURFER and by the ESMs that participated in the GeoMIP to accomplish the G6sulfur experiment.

4 Discussion

SURFER is simple, easy to understand and fast to run, but it misses some processes, carbon reservoirs and feedbacks. This gives room for extensions, and here we provide relevant information for users who would like to take some of the relevant processes into account, while explaining why we have not included them in the present model.
Permafrost holds approximately 1400 PgC (Canadell et al., 2021): that is about twice as much carbon as currently contained in the atmosphere. The thawing and subsequent release of part of that carbon into the atmosphere may therefore constitute a substantial positive feedback on anthropogenic emissions. Several studies, simulations and observations have been made to quantify the strength of these effects, (MacDougall and Knutti, 2016; Chadburn et al., 2017; Burke et al., 2017; Turetsky et al., 2020; Burke et al., 2020) but the spread in the estimates is considerable. MacDougall and Knutti (2016) made projections of the release of carbon from permafrost soils using a perturbed parameter ensemble with the UVic-ESCM EMIC. Among other things, they computed the sensitivities of cumulative emitted carbon per extra degree of warming. They showed the (transient) sensitivities changed with time, obtaining 24, 39, and 47 PgC/°C for the years 2100, 2200 and 2300 under all RCP scenarios. A similar computation was done by Burke et al. (2017) with the IMOGEN model coupled to two different land models. In that case, although lower values were obtained, the sensitivities remained time dependent (∼ 10, 20, 30 PgC/°C for 2100, 2200 and 2300 under all RCP scenarios). In an observation-based study, Chadburn et al. (2017) estimated an equilibrium sensitivity of permafrost area loss per degree of future global warming of 4.0^{+1.0}_{-1.1} million km²/°C. The climatic consequences for CO₂
Figure 11. SURFER’s output for the G6sulfur experiment. From left to right, top to bottom: CO$_2$ concentration, radiative forcing, temperature anomaly and pH in upper ocean layer.

Figure 12. Comparison of aerosol injection rate needed to do the G6sulfur experiment by SURFER (left) and by some ESMs participating in GeoMIP (right).
emissions from thawed permafrost were not explored. In the ZECMIP experiments (Jones et al., 2019; MacDougall et al.,
2020), only two of the models (NorESM2-LM and UVicESCM2.10) had a permafrost module. The presence of the module in
these models is visible on the absolute size of their land carbon reservoir compared to the other models (see Figs. 5 and 6),
but not on the evolution of the land reservoir anomalies, suggesting that, in these models at least, the permafrost feedback does
not dominate other carbon fluxes. Burke et al. (2020) acknowledges that modelling future permafrost thaw and its resulting
CO₂ emissions remains a challenge to ESMs and EMICs, and points to deeper soils and the inclusion of a representation of
abrupt thawing events as the main points to be improved. For this reason we left the addition of this reservoir and its possible
feedbacks for the future.

The value of the equilibrium climate sensitivity used in SURFER is compatible with that obtained by ESMs that include the
effect of ice-albedo feedback from the melting of sea-ice. Consequently, the ice-albedo feedback coming from sea-ice can be
thought of as already included in SURFER even if sea-ice is not explicitly part of the model. A representation of the ice-albedo
feedback due to the melting of the ice sheets, however, is missing in SURFER. Wunderling et al. (2020) studied the impact of
the melting of several cryosphere elements on the global mean temperature. They found that the full melting of Greenland’s
ice sheet would lead to a temperature increase of 0.13°C. Approximately 50% of which corresponds to albedo, and the rest
to changes in lapse rate, water vapour and clouds. For the west Antarctic ice sheet an increase in temperature of 0.05°C was
found, again with 50% of it coming from albedo effects. The East Antarctic ice sheet was not included in the study. Adding
these effects has been left for future work in which more data from geographically-explicit models becomes available.

SURFER’s carbon cycle does not take into account the soft tissue or the carbonate pump which act to create a Dissolved
Inorganic Carbon gradient in the water column with the deeper layer containing more DIC than the upper layer. We have
introduced a constant parameter, $\delta_{\text{DIC}}$, which allows for this difference in DIC between layers to be captured. The soft tissue
and carbonate pumps might be affected by temperature and CO₂ concentration changes, leading to a time evolving $\delta_{\text{DIC}}$, while
in SURFER this parameter remains constant.

The feedback of temperature on the physical component of the carbon cycle can be included by substituting the solubility
constant $K_0$ and the dissociation constants $K_1$ and $K_2$ by their temperature dependent expressions as done in Glotter et al.
(2014). This feedback, which acts in the direction of increasing atmospheric CO₂ by reducing the ocean carbon uptake, is
however known to be small (Glotter et al., 2014) due to two competing processes; while solubility decreases with temperature,
the dissociation constants increase.

Calcium carbonate compensation, a slower process in which the ocean’s pH is neutralised by the dissolution of CaCO₃ from
sediments is not present in SURFER. Calcium carbonate compensation acts on timescales of 3-7 kyr (Archer et al., 2009) and
provides an extra buffer for atmospheric CO₂. Since the impact from ocean acidification on marine ecosystems takes place
at much shorter timescales, and since the highest and most harmful rates of sea level rise occur before the year 4000 for the
RCP scenarios, it seems unnecessary for our purposes to add this effect (together with a sediments reservoir) into SURFER.
Due to this choice its predictions will start to deviate from expected on timescales of several thousands of years and ocean
acidification will be slightly intensified with respect to models which do include such processes. We have also ignored even
longer timescale effects related to the CO₂ chemical reaction with silicate rocks.
In SURFER, the impact solar radiation management with sulfur dioxide is exerted only on the globally averaged temperature. The focus on temperature may implicitly cause an under-appreciation of the risks associated with this or similar solar radiation management technologies, especially their direct impacts on atmospheric chemistry, circulation, precipitation and their indirect impacts on health and food security. As already stated in the introduction, this inclusion is motivated by the need to put in a single coherent framework the contrasting timescales of the (short) residence time of stratospheric aerosols, the (long) residence time of carbon in the ocean-atmosphere system and the timescales involved in the sea-level response. We nevertheless urge potential users of SURFER interested in evaluating the cost and benefits and related dilemmas associated with solar radiation management to adequately incorporate its potentially severe adverse side effects in their studies and conclusions. Solar radiation management impacts cannot be reduced to temperature and any study considering this technology as an option should account for the multifaceted risks associated with it (Robock, 2016). Not doing so will likely lead to bad and dangerous advice.

5 Conclusions

Most policy analyses in the context of climate change and climate policy focus on the next decades to a couple of hundreds of years. It is reasonable to ask ourselves what are the best decisions to be made in the next decades as opposed to those to be made in the next millennia. What is not reasonable is to ignore the long-term consequences of such short-term decisions in assessments. Science has shown that anthropogenic emissions have very long-term effects, not only on the temperature but also on ocean acidification and especially on sea level rise.

Moreover, they tend to focus solely on temperature, ignoring ocean acidification, sea level rise and tipping points. Here we presented SURFER, a carbon, climate, sea level rise model which is very fast and simple to use. Due to its lightness and ability to correctly represent longer timescales, ocean acidification and sea level rise (from ice sheet tipping points), it is well-suited for long-sighted multi-objective policy analyses: With this model we can not only assess the short and long-term effects of anthropogenic emissions, but also put future technologies into the mix, such as carbon dioxide removal and solar radiation management.

The ice sheet part of the model can easily be updated to match latest research on ice sheet tipping points. In particular, one could decide to model Antarctica with two separate ice sheets, one for the West Antarctic Ice Sheet (more susceptible) and one for the East Antarctic Ice Sheet (more resilient). Likewise, the equation for the land reservoir can readily be adapted to the latest results as they become available.

SURFER is rich enough to adequately describe a number of features that should be considered when assessing the impacts of different policies and, as was shown here, it behaves well under a big spectrum of emission scenarios.
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