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Referee Number 1:
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Our Response:
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Referee Number 1 Had this to say in Response:
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Current Response:
1) The Time delay theorem tells one how to construct an equivalent space for the

dynamics of the source of the observed signal(s). If one does not work in the
equivalent space, then either the space is too small and there are unacceptable false
nearest neighbors or, if the space is too large, one is wasting time and emphasizing
noise in the “extra” dimensions.

2) The general construction of Powell, Shaback and others includes polynomial
contributions as well as RBF contributions. We have found that the nonlinear terms in
the underlying dynamics are well represented by the RBFs and using polynomial terms
often yields better forecasting ability. The choice for using first order polynomials
comes from the theme in DDF of matching the terms in the update rule to the
dynamical equations for improved forecasting power; in this case we use the first
order polynomials to capture the first order polynomial behavior and use the RBFs to
capture the remaining behavior of the SWE dynamics. Testing has confirmed for us
that the inclusion of the first order polynomials does increase predictive power and
reduce errors (our intuition for this is that with their inclusion there is less
“information” or dynamics for the RBFs to have to capture enabling them to perform
better on the remaining dynamics).



5

Referee 2 Post
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Response to Referee 2:
1) The References [1-4] are excellent choices to add to the argument we make on the

importance of regional weather models. References [5-10] provide a nice background
as to what other methods exist out there and what they were used for. We have
added them to our bibliography, thank you.

2) We’ve changed the notation in a way we hope pleases the referee and clarifies to
future readers. The notation for r_1 and r_2 has been dropped in place of x and y
reducing the total amount of notation in the paper. An additional line is included also
to explain that the S(t) without any indication of location (i.e. r or (i,j)) is the full global
set of state variables as suggested by the referee.

3) In our work using time delay embedding the method of FNN is used to estimate the
dimension and the method of average mutual information is used to estimate the
time delay. Using these estimates we then use grid search method, based on the
quality of prediction. Grid Searching is used to fine tune the suggested values from
these methods. We have added additional instruction on the use of the Average
Mutual Information to the appendix.

4) This is a good mathematical point, and we thank the referee for raising it. If the
attractor is a limit cycle with period T, then the Fourier spectrum will have a totally
dominant frequency of 1/T, and that will be clear to the careful user, and the difficulty
can be avoided. In the Taken Embedding Theorem, the theory itself makes no
reference to the specifics of the necessary transformation for the state space to be
properly reconstructed only that with infinitely accurate data the choice of time delay
does not matter. However, since we never work with such data, It is as the referee has
pointed out though that specific choices of transformations are import to the quality
of the reconstruction for DDF’s needs.

5) To bench mark our efforts we (in addition to cleaning up the graphs to make them
more synergized and compact) include an error graph that accounts for an average
percent error across all observed dimensions. This error graph as well as the results
already reported should suffice to compare against similar papers on the study of
reduced dimensional SWE in the use of data driven machine learning tasks [1-2].
Additionally, mentions of these papers are added to section 1.1 to reference them as
comparable benchmark studies. Ultimately, this paper is focused on the study and
application of DDF to an externally forced dynamical system; while the bench marking
to Lorenz systems or other autonomous systems is interesting and useful for bench
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marking (something the authors have extensively and successfully experimented on),
it goes beyond the scope of this paper as this would require a restructuring of the
form of the DDF dynamics in a way that would be unfamiliar to the SWE DDF form and
overly lengthen an already long paper. For these reasons we think a bench marking
comparison with references [1-2] as listed serves this purpose best. We hope this
answer is satisfactory to the referee.

6) Thank you for this suggestion. We have combined the graphs relevant to each regional
configuration with the graphic showing that configuration.

7) The criterion on D_E relating it to the fractal dimension D_A of the attractor tells us
what the maximum D_E might be. In practice, in many examples, D_E is less than
2D_A +1. Take Lorenz63: D_A ~ 2.06, but D_E is 3 < 5.12. There may also be some
confusion when we say D_E = 10-20 would work because we are saying that a total
dimension of 27*10 to 27*20 would work as D_E is the number of duplicates of the
original observed data set.

8) The Whitney criterion is used in implementing the Takens embedding idea. 2D_A + 1 is
sufficient to capture motion on the attractor. If one uses a D_E smaller than this, the
observations are not yet unprojected. If one uses a dimension larger than this no harm
is done.
We used the criterion of the quality of the forecast to choose both the time delay and
D_E. This a different criterion than discussed by either Whitney or Takens. As long as
D_E > 2D_A + 1, it is acceptable.
Heuristically, we’ve found that for good predictions fewer dimensions are needed
than exist in the original data set, marginal improvement is made with the inclusion of
extra and since we were working with a smaller model, we chose to spend the
computational power to include more dimensions for less benefit (something that
would most likely not be done with such large-scale models).

Minor Comments
1) We use unprojection in the context of false nearest neighbors when one has observed

a subset of the complete set of state variables of the (unknown) source state space.
Since the FNN method unprojects the observed data using the Physics information in
the time delays, we argue that using “unprojection” conveys to the reader the action
reason for the time delay construction.

2) We lose the information captured in the original construction of the model equations,
specifically important things like the dynamical flow, the conservation laws, and other
physics principles relevant to the data under study. We benefit though from DDF
learning the natural rules itself from data on that exact physics though.

3) Working with data will always be noisy and have uncertainties in it, what we are
saying here is that by using a data driven forecasting model, we are avoiding the extra
uncertainties that may come along with using the prescribed models.
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4) Thank you for suggesting we reword this. We have done so and attempted to be more
clear than before.

5) Thank you for catching this. We have corrected it.
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From The Editor:

Response to the Editor:
1) We tweaked our title to more accurately reflect our work as requested by the editor:

“Data Driven Regional ShallowWater Equation Forecasting”
2) We have made changes to the notation taking Referee 2’s suggestions in hopes of

making the paper more clear.
3) 4) We rearranged our figures in a way that will hopefully clean up their position (we

put them into a 2 by 2 grid with a u, v, and z graph with the fourth graph being an
error estimate). We think these changes improve the overall clarity and give the
readers more information on how DDF performs with the Regional SWE model.


