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Abstract. Super-resolution atmospheric modelling can be
used to interpret and optimize environmental observations
during top-down emission rate retrieval campaigns (e.g.,
aircraft-based) by providing complementary data that closely
correspond to real-world atmospheric pollution transport5

and dispersion conditions. For this work, super-resolution
model simulations with Large-Eddy-Simulation sub-grid
scale parameterization were developed and implemented us-
ing WRF-ARW (Weather Research and Forecasting - Ad-
vanced Research WRF). We demonstrate a series of best10

practices for improved (realistic) modelling of atmospheric
pollutant dispersion at super-resolutions. These include care-
ful considerations for grid quality over complex terrain, sub-
grid turbulence parameterization at the scale of large ed-
dies and ensuring local and global tracer mass-conservation.15

The study objective was to resolve small dynamical pro-
cesses inclusive of spatio-temporal scales of high-speed (e.g.,
100 m/s) airborne measurements. This was achieved by
downscaling of reanalysis data from 31.25 km to 50 m
through multi-domain model nesting in the horizontal and20

grid-refining in the vertical. Further, WRF dynamical-solver
source code was modified to simulate the release of passive-
tracers within the finest resolution domain. Different meteo-
rological case studies and several tracer source emission sce-
narios were considered. Model-generated fields were evalu-25

ated against observational data (surface monitoring network
and aircraft campaign data) and also in terms of tracer mass-
conservation. Results indicated agreement between modelled
and observed values within 5 °C for temperature, 1-25% for
relative humidity, and 1-2 standard deviations for wind fields.30

Model performance in terms of (global and local) tracer mass
conservation was within 2% to 5% of model input emissions.
We found that to ensure mass conservation within the mod-

elling domain, tracers should be released on a regular resolu-
tion grid (vertical and horizontal). Further, using our super- 35

resolution modelling products, we investigated emission rate
estimations based on flux calculation and mass-balancing.
Our results indicate that retrievals under weak advection con-
ditions (horizontal wind speeds < 5 m/s) are not reliable due
to weak correlation between the source emission rate and 40

the downwind tracer mass flux. In this work we demonstrate
the development of accurate super-resolution model simu-
lations useful for planning/interpreting/optimizing top-down
retrievals, and discuss favourable conditions (e.g., meteoro-
logical) for reliable mass-balance emission rate estimations. 45

1 Introduction

Generating model simulations of atmospheric processes at
high spatial and temporal resolutions (super-resolution) have
numerous applications including hybrid physical-model and
machine-learning applications (Onishi et al., 2019), the dy- 50

namic downscaling of coarse resolution climate and weather
information (Watson et al., 2020), and urban-climate feed-
back studies (Wu et al., 2021). Super-resolution modelling
products (e.g., ∆x < 100 m, ∆t < 1 s) can also provide de-
sirable information at the scale of measurements during top- 55

down campaigns, which can be analyzed in conjunction with
measurement data to: interpret observations, quantify un-
certainty in the measurements, test the validity of assump-
tions in the employed top-down methodologies, and help fill
the information gap in measurements. In the context of mo- 60

bile platform (e.g., aircraft) top-down source emission rate
estimations, numerical model simulations can be employed
in various approaches. These include off-line applications,
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where a meteorological model (e.g., Weather Research and
Forecasting - WRF) is used to replicate conditions during
airborne and/or ground-based observations. The model gen-
erated meteorological fields are often used to drive a separate
Lagrangian tracer dispersion model (e.g., HYSPLIT) either5

forward in time to simulate tracer concentrations at observa-
tion times and locations, or for inverse method analysis of
emission rates (Cui et al., 2015; Lauvaux et al., 2016; Kia
et al., 2022). Previous airborne studies have also used model
generated wind fields and aircraft measured concentrations10

for flux calculations and mass-balance analysis (Karion et al.,
2015). The emission and transport of passive tracers can be
simulated in-line with meteorological fields within the same
modelling platform such as the Eulerian WRF model, for
source emission characterizations at the scale of observa-15

tions (Ahmadov et al., 2015; Barkley et al., 2017; Nahian
et al., 2020). For these applications, model generated fields
are analyzed as complementary information for characteriz-
ing emissions based on airborne observational data. For in-
stance, Ražnjević et al. (2022) have employed large-eddy-20

simulation (LES) modelling driven by reanalysis data for in-
terpreting field observations of CH4. Further, model simu-
lations of tracer transport and dispersion have been previ-
ously used for assessing the uncertainties/errors in top-down
retrievals and optimizing the observational approach (Con-25

ley et al., 2017; Fathi, 2017; Angevine et al., 2020; Fathi
et al., 2021; Fathi, 2022). Numerical model simulations can
also be used for simulating ground-based and/or airborne
observations, where model generated fields are used as a
proxy for measurement data (virtual sampling). For a robust30

model-based study of observational methods, model resolu-
tions must be chosen to resolve the time and length scales
of the measurements. For example, Gasch et al. (2020) sim-
ulated aircraft-based Doppler Lidar measurements of wind
fields through LES modelling at 10 m resolution to investi-35

gate airborne lidar measurements for a lidar range length of
72 m.

Fathi et al. (2021), used a regional chemical transport
model with physical and chemical process representations
(GEM-MACH), and were successful in evaluating the appli-40

cation of the mass-balance technique in top-down retrievals
using model simulated fields as a proxy for the real world en-
vironmental fields. However, the relatively coarse resolution
(2.5 km, 2 min) of the employed model was insufficient for
the investigation of aircraft-based retrievals through virtual45

airborne samplings within the model simulated 4D fields. In
airborne campaigns, environmental observations (e.g. wind,
temperature, tracer concentrations) are made while flying
downwind or around emission sources. These data are then
processed through various retrieval algorithms to estimate50

source emission rates (Peischl et al., 2010; Ryoo et al., 2019;
Gordon et al., 2015). An underlying assumption common
among retrieval algorithms is the steady-state conditions dur-
ing the sampling time of several hours (Alfieri et al., 2010).
Data collection during aircraft-based in-situ measurements55

are made through 3D space and over time, thus: (a) any point
in space along the flight path is visited only once, and (b) spa-
tially adjacent data points are collected at different (consecu-
tive) times. By assuming stationarity (e.g., wind, emissions),
the observational data are assumed to be representative of the 60

average conditions during the sampling time. However, time-
varying conditions (whether due to turbulence or weather
trends) can reduce the representativeness of the sparsely col-
lected environmental data. To study these effects through
model simulations, the model resolutions should be chosen 65

to resolve dynamical processes (turbulence) at the spatio-
temporal scales at which aircraft in-situ measurements are
made. For instance, to simulate (and evaluate) in-situ mea-
surements at a flying/sampling speed of 100 m/s (e.g., on-
board instrument sampling frequency ≥ 1Hz: Conley et al., 70

2017; Gordon et al., 2015), the model should be able to
simulate (and output) atmospheric fields at length and time
scales of ∆x≤ 100 m and ∆t≤ 1 s. Recent real-case LES-
modelling studies have commonly referred to such resolu-
tions (∆x≤ 250 m) as "super-resolution" (e.g., Wu et al., 75

2021; Onishi et al., 2019; Watson et al., 2020), herein we use
the same terminology to describe our WRF model simula-
tions.

The modelling requirements described above, motivated
the development of super-resolution micro and LES scale at- 80

mospheric tracer transport model simulations, fine enough to
resolve smaller-scale flow details and the effects of turbu-
lence and changing stability in atmospheric mixing of tracer
concentrations downwind of point and area sources of emis-
sion, enabling: 85

1. thorough dynamical evaluation of the application of the
divergence theorem and the mass-balance technique in
inferring source emission rates,

2. investigating the effects of flight pattern in aircraft-
based top-down retrievals, utilizing model 4D output 90

database,

3. exploring improved sampling approach through opti-
mized flight design and multi-platform (in-situ, remote)
sampling,

4. exploring improved data analysis, post-processing, and 95

interpolation/extrapolation methods needed for flux cal-
culations based on airborne observations.

In this study, we present a proof of concept for perform-
ing super-resolution model simulations of atmospheric tracer
transport and dispersion using WRF with the ARW (Ad- 100

vanced Research WRF) dynamical solver core. The concepts
that are explored here include (a) the realistic modelling
of the atmospheric boundary layer at large-eddy-simulation
scale over complex terrain, (b) the mass-conserved mod-
elling of atmospheric dispersion and transport of passive 105

tracers under the conditions described in (a), and (c) gen-
erating modelling products at spatio-temporal scale of air-
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borne observations (aircraft-based in-situ and remote mea-
surements), useful for evaluating the observational methods
and providing recommendations for future studies. We eval-
uate the performance of our model simulations against his-
torical observational data from ground-based monitoring sta-5

tions and aircraft-based observations from a 2013 airborne
campaign, the Joint Canada-Alberta Implementation Plan
on Oil Sands Monitoring (JOSM, 2013). We further assess
the performance of our simulations in terms of global (over
the entire modelling domain) and local (sub-domain) mass-10

conservation, by conducting 4D mass-balance analysis.
We explore three different cases (dates and times) dur-

ing August and September of 2013 over Canadian oil sands
(Athabasca, Alberta). We use reanalysis data as initial and
boundary conditions for our case studies. To achieve the de-15

sired micro and LES scale resolutions, we perform multi-
domain nested simulations with LES parameterization for
the finest domains. Further, we modify the WRF source code
(dynamical solver) to simulate the release of passive trac-
ers from points and area sources within the finest model do-20

main. The novel modelling approach with WRF presented
in this work is comprised of: (1) dynamical down-scaling of
reanalysis data from synoptic to LES resolution, (2) super-
resolution model simulations through horizontal nesting and
vertical grid refining, (3) LES sub-grid parameterization,25

and (4) passive tracer transport and dispersion simulations.
To our knowledge, the combination of these capabilities
in WRF modelling has not been explored extensively in
the past where reanalysis-driven super-resolution dispersion
modelling under local mass-conservation condition is con-30

ducted. In this work we discuss a series of modelling best
practices for such simulations in the context of our case stud-
ies, for improved modelling of atmospheric pollutant disper-
sion. The modelling approach in this work is geared towards
the assessment of mass-balance methodologies, but through-35

out we discuss the general usefulness of super-resolution
modelling for generating highly resolved (spatial and tem-
poral) pollutant dispersion forecasts and their potential ap-
plication in measurement planning and interpreting the ob-
servations. The model output data from the super-resolution40

simulations in this work are also used for evaluating the accu-
racy of aircraft-based emission rate retrieval methodologies
in Fathi (2022).

2 Methods

2.1 Case Studies45

For this work we chose our case studies from the times
and locations of three emission estimation flights during the
JOSM 2013 campaign over the Athabasca oil sand region
(Alberta, Canada). This choice was made to enable quali-
tative comparisons to observations. We considered the ge-50

ographical location of an oil sands facility, Canadian Natu-

ral Resources Ltd. (CNRL). We configured our WRF model
domain centred over the CNRL facility. For our WRF sim-
ulations, we considered model simulation times overlapping
those of three JOSM 2013 box flights over CNRL (see Table 55

1). Box flight refers to closed shape (e.g. rectangular, cylin-
drical) flight paths around the target emission source, where
aircraft-based measurements are used to estimate source
emission rates using the mass-balance technique (Gordon
et al., 2015). Note that case 2 on 26 August 2013 was a 60

“rejected” case in the actual campaign analysis due to un-
suitable atmospheric conditions for aircraft-based retrievals
(Fathi et al., 2021), but it is analyzed here as an assessment
of the super-resolution model.

For each of these three cases, eleven tracer emission sce- 65

narios/sources are considered. Table 2 provides the spatial
details for the different emission sources, including seven
elevated point sources (representing stack emissions), two
small area sources (representing surface mines), a large area
source (representing the tailing pond west of CNRL) and 70

a long multi-section line source (over the approximate ex-
tent of the Horizon Highway south of CNRL). Table 2 lists
geographical coordinates and tracer release heights (stack
top height) for all of the sources. Horizontal dimensions are
also provided (in brackets) for the line and area sources. 75

The horizontal dimensions for each of the point sources are
equal to those of one grid cell in the finest model domain.
Coordinates and heights for CNRL1-4 correspond to actual
(real world) stacks in the CNRL facility. The hypothetical
source CNRL0 is co-located with CNRL1 and 4, with stack- 80

top/release-height at over 4 times higher than the tallest facil-
ity stack (CNRL1), simulating the initial (assumed instanta-
neous) plume rise due to buoyancy. Figure 1 shows a map of
the region with the location and spatial extent of case study
emission sources marked/labelled in red. The large rectangu- 85

lar area (surface) source represents the tailings pond on the
west of the CNRL complex. The multi-segment line (surface)
source represents the Horizon Highway south of CNRL. Two
small area sources labelled as Mine 1 and Mine 2 repre-
sent emissions from surface mine excavation sites within the 90

CNRL complex. Figure 1 also shows the locations for two
hypothetical point (stack) sources CNRLs (south) and CN-
RLw (west). During two of our case studies on 20 August
2013 (case 1) and 2 September 2013 (case 3), the mean wind
was from west and south-west, placing these two hypotheti- 95

cal stacks upwind of the CNRL facility.

2.2 Model and Technical Setup

For this work, the Weather Research and Forecasting
(WRF version 3.9, https://www2.mmm.ucar.edu/wrf/users/
download/get_source.html, Skamarock et al., 2008) model 100

with the ARW dynamical core was utilized. WRF-ARW pro-
vides a multi-scale simulation framework suitable for effi-
cient parallel computing with a vast range of physical pa-
rameterizations adaptable for different scales and dynami-

https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
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Table 1. Three case studies during late August and early September of 2013 over oil sands facility CNRL. Times and locations for the case
studies where chosen from three JOSM 2013 box flights.

Case 1 Case 2 Case 3
Date 20 Aug 26 Aug 2 Sep
Start Time (Local Time) 10:30 13:43 11:43
Start Time (UT) 16:30 19:43 17:43
Duration (hh:mm) 02:10 01:52 01:45
Model Simulation Time 15UT - 19UT 18UT - 21UT 15UT - 19UT

Table 2. Eleven tracer emission scenarios including seven point sources representing release from stack tops at various heights, three area
sources including a large area tailing pond towards the western side of the facility and two smaller (in area) surface mines, and a line source
approximately spanning the extent of the Horizon Highway south of the facility. Note that height/locations for sources with superscript ‡ are
hypothetical.

Source ID Type Lat. Lon. Spatial Extent Height agl (m) Description

CNRL0‡ Point 57.339 -111.738 483 Stack
CNRL1 Point 57.339 -111.738 114 Stack
CNRL2 Point 57.337 -111.740 54 Stack
CNRL3 Point 57.336 -111.732 30 Stack
CNRL4 Point 57.339 -111.738 54 Stack
CNRLw‡ Point 57.327 -112.014 102 Stack (upwind west)
CNRLs‡ Point 57.250 -111.867 102 Stack (upwind south)
HWY Line 57.258 -111.765 ∼20 km 6 Horizon Highway
POND Area 57.348 -111.918 ∼50 km2 6 Tailing Pond
MINE1 Area 57.337 -111.834 550 m × 550 m 6 Surface Mine 1
MINE1 Area 57.325 -111.820 350 m × 550 m 6 Surface Mine 2

cal processes. The Advanced Research WRF (ARW) solver
features a suite of fully-compressible Euler-nonhydrostatic
equations for solving prognostic variables including velocity
components in Cartesian coordinates (u, v ,w), and scalars
such as water-vapour mixing ratio and tracer concentration.5

The 3rd order Runge-Kutta scheme (RK3) is used for time
integration in ARW (Wicker and Skamarock, 2002). The
spatial discretization in WRF-ARW uses a Arakawa C-grid
staggering with thermodynamics/scalar variables (e.g., mois-
ture, tracer) defined on grid cell centres (mass points), and10

velocity components defined normal to respective faces of
model grid cells (one-half grid length from mass points). 2nd
to 6th order spatial discretization and RK3 time-integration
scheme are available in ARW to solve for advection of mo-
mentum, scalars, and geopotential in flux form (the govern-15

ing equations). The RK3 transport/advection (combined with
flux divergence) in WRF-ARW is conservative, however it
does not guarantee positive definiteness on its own. Nega-
tive mass creation is offset by positive mass such that trac-
er/scalar mass is conserved over the modelling domain (Ska-20

marock et al., 2008). Negative mass can be set to zero, but
this will result in erroneous increase of tracer mass within
the modelling domain. By choosing a positive-definite scalar
advection option in WRF-ARW, as we did in our simulations,
a flux re-normalization is applied to the transport step to re-25

move the nonphysical effects such as creation of the negative

mass (Skamarock and Weisman, 2009). To Summarize, if the
outgoing fluxes (removing mass from the control volume)
in the final step of RK3 predict a negative updated scalar/-
tracer mixing ratio, the outgoing fluxes are re-normalized to 30

be equivalent to mass within the volume. For more details
see Section 3.2.3 in Skamarock et al. (2008). Various formu-
lations are available in ARW solver for explicit spatial diffu-
sion (turbulent mixing) including a sixth order spatial filter
proposed by Xue (2000). The implementation of this scheme 35

in ARW is described in Knievel et al. (2007). The sixth or-
der turbulent diffusion scheme is also prone to creating neg-
ative mass due to negative up-gradient diffusion. Monotonic-
ity can be enforced in the model (user specified option) by
setting negative diffusive fluxes to zero, however it does not 40

conserve scalar mass (Skamarock et al., 2008). Hence, in our
simulations we used the sixth order diffusion scheme without
the monotonic option.

Mesh refinement and increased resolution can be achieved
in WRF through series or concurrent grid nesting in the hor- 45

izontal dimensions. With concurrent grid nesting, multiple
computational domains with increasing resolution can be in-
tegrated simultaneously. The process where the coarse “par-
ent" domain’s output is interpolated to provide initial and
lateral boundary conditions for the fine “child” domain, a 50

process referred to as one-way nesting. Two-way nesting is
achieved when information from the “child" domain is ag-
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Figure 1. © Google map (2021) of the study region: The oil sands facility CNRL with case study emission sources marked on the map
including seven point sources, two area sources, a large area surface source (tailing pond) and a multi-segment line source (road/highway).
Direction of north (N) is shown with a compass arrow.

gregated to write the overlapping regions of the “parent" do-
main. At high resolutions (< 3 km), mesh refining in WRF
via grid nesting only in the horizontal dimensions limits the
control over the grid aspect ratio which can lead to poor grid
quality and numerical errors. It has been shown that grid5

quality affects the accuracy of numerical solutions (Lee and
Tsuei, 1992; You et al., 2006). A procedure permitting verti-
cal nesting for one-way concurrent simulation is developed
and described in Daniels et al. (2016), which allows high
resolutions in the order of meters while grid quality is main-10

tained. This procedure permits one-way concurrent grid nest-
ing in both the horizontal and vertical and this is herein uti-
lized for WRF simulations with 5 domains (d01 - d05) with
increasing resolutions from ∼ 31 km to 50 m in the horizon-
tal dimensions and up to near surface vertical resolution of15

∼ 10 m in the finest domain d05.
With regards to nesting in the horizontal, Skamarock et al.

(2008) recommended the use of odd nesting ratios such as 1:3
and 1:5 (as opposed to even ratios like 1:2), due to the stag-
gered structure of the Arakawa C-grid used in WRF-ARW20

modelling framework. Mohan and Sati (2016) investigated
the impact of different nesting ratios in WRF and found no
statistically significant difference in simulated results with
ratios 1:3, 1:5, and 1:7, suggesting that larger ratios can be
used to reduce the computational cost in nested simulations.25

However, larger ratios (e.g., 1:9) can result in increased inter-
polation errors and are not recommended. In this work, as a
compromise between numerical accuracy and computational
cost, we used a 1:5 nesting ratio. Figure 2a shows the 5 do-
mains of the model and their relative size. Model domains 30

are centred on the region of Athabasca oil sands with the two
finest domains (d04 and d05) centred on the CNRL Horizon
facility on the north west quarter of the complex, west of the
Athabasca river. Figure 2b shows a map of the region with the
CNRL facility marked on the map (red star). Boundaries of 35

the two finest domains, d04 and d05, are also overlaid on the
map in Figure 2b. The relative location of the other oil sands
facilities can be seen in the figure. CNRL is at the north west
corner of the complex with no facilities to its north and west.
The oil sands region is located on the Athabasca river valley 40

with 400-500 m vertical relief within a few tens of kilometres
of the facilities (mainly in the west-east direction). This may
give rise to complex flow conditions and frequent vertical
wind shear in the valley (Gordon et al., 2018). In section 3.2
we discuss the performance of our super-resolution model 45

simulations against observed meteorology for the same loca-
tions and time periods.

The North American Regional Reanalysis (NARR) GRIB
data (at 3 hour intervals) from NOAA (National Oceanic and
Atmospheric Administration) archives were used, for August 50
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and September of 2013 (period of JOSM 2013 campaign)
over the Athabasca oil sands region (Alberta, Canada). The
NARR data used for this study can be accessed at NOAA-
Fathi (2022). Realistic WRF-ARW simulations were carried
out with concurrent one-way grid nesting in the horizontal5

dimensions with 5 domains (d01-d05) at a ratio of 1:5 and
with mesh grid refinement in the vertical for the two smallest
and finest domains (d04 and d05) by consecutively increas-
ing the number of vertical levels near the surface. The finest
domain (d05) has a horizontal grid size of ∆x= 50 m over10

the entire domain, ∆t= 0.16 s model simulation time-step
and ∆z = 11.62 m for the first 40 full grid levels near the
surface. Note that the vertical resolution of about 12 m for
the bottom 500 m agl (above ground level) is sufficient for
investigating and evaluating different methods for extrapo-15

lating sampled data below the lowest flight level (typically
∼ 150 m) where no aircraft-measurements are usually made,
which is required for flux estimations in top-down emission
rate retrieval methods (Gordon et al., 2015). Further, note that
∆x and ∆t configurations are set as such to ensure Courant-20

Friedrichs-Lewy (CFL) stability criterion ∆t <∆x/|umax|,
where |umax| is the maximum wind speed in the model (Ja-
cobson, 2005). Table 3 provides the details of model grid
configurations for the five domains.

In order to simulate small-scale atmospheric dynamical25

processes, the finest two model domains (d04 and d05) were
configured with the following diffusion scheme, and Large
Eddy Simulation (LES) sub-grid parameterization options
available in the WRF model (Skamarock et al., 2008),

1. Diffusion option was set to "Full Diffusion" mode30

(diff_opt= 2) to accurately compute horizontal gradi-
ents using full metric terms.

2. The horizontal diffusion option was configured with the
6th order diffusion scheme (diff_6th_opt= 1).

3. For vertical/horizontal diffusion by sub-grid turbulence,35

the "K option" was set to km_opt= 2 to solve a prognos-
tic equation for turbulent kinetic energy (TKE) where
the diffusion coefficient K is calculated based on TKE
(see Appendix A).

WRF 3.7+ includes a basic framework for initiating and40

creating continuous (and variable) emission tracer plumes.
To simulate the emission of passive-tracers, the WRF
dynamical-solver source code was modified following an ap-
proach similar to Blaylock’s (as described in Blaylock, 2017)
used in Blaylock et al. (2017). Tracer amounts were initi-45

ated at several different horizontal locations within the finest
domain (d05) after 30 minutes model simulation. A meteoro-
logical spin-up time of 1 hour was considered through testing
with the modelling setup for different initial and boundary
conditions according to the following criteria: for the cases50

we considered, within the first hour of simulation time (a)
the model boundary conditions propagated over the entire

span of domain d05, (b) model winds (in west-east and south-
north directions) assumed continuous profiles both horizon-
tally and between model vertical layers, (c) water vapour on 55

model mass-layers (horizontal and vertical mass grid points)
assumed continuous profiles within this time period. Tracer
release for our considered emission scenarios (see Table 2)
started after a 30 min spin-up time (half the meteorological
spin-up time) and continued for the rest of the simulation 60

period. These included surface emissions on several model
grid points at the lowest level (i.e., level 1 at ∼ 6 m agl) at
various locations, and stack emissions at levels 3, 5, 9, 10
and 40 according to the stack top heights and horizontal lo-
cations described in Table 2. Note that in WRF-ARW verti- 65

cal levels (Fig. S1) are configured using a terrain-following
hydrostatic-pressure coordinate system (Skamarock et al.,
2008) and therefore stack-top heights for our simulations
are assigned to pressure levels with heights (in meters) clos-
est to source heights. Depending on pressure changes, the 70

height of pressure levels can vary over time. This variation
was determined to be smaller than the corresponding vertical
level thickness for our simulations and therefore its impact
on tracer release simulation is considered negligible in this
work. All of the tracer emissions were implemented within 75

the boundaries of the CNRL facility and the surrounding re-
gion, on the eastern half of the modelling domain. All the
emission scenarios involved the emission of passive and non-
buoyant tracers with no interactions with meteorology and
no defined surface deposition rates. Note that the topography 80

input information (land use indices) used in our WRF sim-
ulations were not modified to represent oil sands operations
(e.g., tailing pond, excavation sites) and only represent nat-
ural features (e.g., river basin, hills). The release, dispersion
and transport of tracers from our emission scenarios under 85

different meteorological conditions are discussed in Section
3.3.

2.3 Divergence Theorem and the Mass-balance
Technique

For this work, the mass-balance technique is utilized for cal- 90

culating the net integrated flux out of virtual control volumes
(emission box) enclosing the emission sources of interest.
The calculation steps in this section follow those in Fathi
et al. (2021), with slight modifications for use with WRF
model output data. For a detailed discussion on the appli- 95

cation of the mass-balance and divergence theorem in esti-
mating source emission rates see Fathi et al. (2021).

In applying the mass-balance technique to estimate the rate
of emissions from sources within a flux box (control vol-
ume), the mass flux exiting the box through box top and 100

lateral walls are equated to the emission rate of the tracer
within the box. The processes contributing to the change of
mass, for a passive tracer, within the control volume can be
described with the following expression,
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Table 3. Case study model setup for model simulations with 5 domains with increasing resolution. The first 3 domains have the same coarse
vertical grid. Domains d04 and d05 have increasing resolution via vertical grid refinement. The finest domain (d05) has ∆z ≃ 12 m for the
first 40 levels near the surface. ∆x and ∆t indicate the horizontal grid size and the model simulation time-step for each domain, respectively.
X and Y indicate domain dimensions. nx, ny and nz are the number of computational grid points in each direction. With model top layer
at 15.623 km (15.350 km agl) and pressure level 10 kPa for all domains.

Domain Vertical grid description ∆x(m) ∆t(s) X(m) Y (m) nx ny nz

d01 Coarse grid 31250 100 6281250 6281250 201 201 30
d02 Same as d01 6250 20 3131250 3131250 501 501 30
d03 Same as d01, d02 1250 4 751250 751250 601 601 30
d04 d03 grid refined (∼1:3) below 2500 m agl 250 0.8 175250 175250 701 701 48
d05 d04 grid refined (∼1:7) below 540 m agl 50 0.16 50050 50050 1001 1001 83

Figure 2. (a) WRF model grid (horizontal) configuration with five nests d01 - d05 with increasing resolution (decreasing domain size) at a
ratio of 1 to 5. The finest domain, d05, is centred over the oil sands region. (b) © Google map (2021) of the oil sands region with overlay of
model domains d04 and d05. The CNRL facility is marked with a red star. Locations for two WBEA monitoring stations are also shown with
red triangles, Bertha Ganter – Fort McKay and Barge Landing monitoring stations.

SC = EC −FC,H −FC,V −FC,HT −FC,V T (1)

where the storage term SC represents the change in mass of
tracer C within the control volume, EC represents the tracer
emission rate, FC,H and FC,V represent the net horizontal
and vertical advective fluxes exiting through lateral and top5

walls of the flux box, respectively. FC,HT and FC,V T rep-
resent horizontal and vertical turbulent fluxes across the box
walls, respectively.

The total mass of the tracer within the control volume can
be calculated by integrating the mass over the entire volume10

of the box at each model output timestamp (∆t= 1 sec),

BC,Tot(t) =

∫∫∫
χC(t,x,y,z)dxdydz (2)

where χC(t,x,y,z) is the tracer concentration at each model
grid point. Further the storage term can be calculated by tak-
ing the time derivative of BC,Tot(t), 15

SC(t) =
∂

∂t
BC,Tot(t) (3)

Horizontal advective flux through the lateral walls of the
box can be calculated by extracting tracer concentration and
normal wind (positive outwards) along the lateral walls of the
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box from model output,

FC,H(t) =

∫∫
χC(t,s,z)U⊥(t,s,z)ds(x,y)dz (4)

where ds(x,y) is the path s(x,y) increment along the walls.
U⊥ is the normal wind to the box walls (positive outwards).

Similarly, the vertical flux through the box top can be cal-5

culated as,

FC,V (t) =

∫∫
χC,top(t,x,y)Wtop(t,x,y)dxdy (5)

where χC,top(t,x,y) and Wtop(t,x,y) are tracer concentra-
tion and vertical wind speed at box top, respectively. See
Appendix B for turbulent flux terms. As we show later, the10

vertical advective (FC,V ) and the turbulent fluxes (FC,HT ,
FC,V T ) have negligible relative contributions to the mass-
balance equation, with the horizontal advective flux FC,H

being the dominant term removing mass from the box. We
collect all the flux terms (advective and turbulent) contribut-15

ing to the removal of tracer mass from the box into a single
flux out term as FC,out = FC,H+FC,V +FC,HT+FC,V T . By
rearranging Eq. 1, the tracer emission rate can be estimated
based on the other terms as,

EC = SC +FC,out (6)20

By extracting the required fields from the model output 4D
database, Equation 6 can be utilized to determine the source
emission rate based on the mass-balance equation which can
then be compared to the known input emission rate. Follow-
ing the above described calculation process, source emission25

rates can be estimated at each model output time-step and
compared to the model input emissions to evaluate model
performance in terms of local mass-conservation and mass-
flux consistency. See Table S1 for discrete integral expres-
sions of different terms in the mass-balance equation (Eq. 6 ).30

Note that for flux calculations in this work, model wind fields
were linearly interpolated onto the mass grid-points (where
concentration fields are defined).

3 Results and Discussion

Model simulations were carried out for the period between35

15UT to 19UT for cases 1 and 3 on 20 August and 2 Septem-
ber 2013, respectively. The simulation period for case 2 on
26 August 2013 was between 18UT to 21UT (see Table 1).
NARR reanalysis data at 31.25 km resolution was used as
initial and boundary conditions for the coarsest domain d0140

with the same resolution. Through model nesting at an in-
creasing resolution (and decreasing size) ratio of 1:5, the in-
put reanalysis data were down-scaled to consecutively higher
resolutions all the way to 50 m in the finest domain d05. Each
parent domain provided initial and boundary conditions for45

their nested child domain: d01 ⇒ d02 ⇒ d03 ⇒ d04 ⇒ d05.

Note that feedback (two-way nesting) between parent and
nested domain was turned off to allow for vertical grid re-
fining for domains d04 and d05. Output frequency was set to
3 hours for domains d01 – d03, 100 seconds for d04, and 1 50

second for d05.

3.1 Model Sensitivity

Sensitivity analysis showed consistent performance by the 5
nested domains. For instance, output from the three finest do-
mains (d03, d04, d05) for case 1 agreed to a great extent for 55

sea level pressure with < 1 hPa difference, relative humid-
ity (at 2 m agl) with 2% difference, and temperature (at 2
m agl) within 2-3 °C. Wind directions were also consistent
with 2 to 7 degrees difference for a mean wind direction from
about 240 degrees (west-south-west). Wind speeds were bi- 60

ased high relative to domain d03 with a mean wind speed of
about 6 m/s, by 0.7 m/s to 1.5 m/s for domain d04 and by
3 m/s to 4 m/s for domain d05 (see Figure S2 for a com-
parison of wind vertical profiles from these three domains at
18UTC). 65

We also compared d04 and d05 simulations to d03 at the
geographical location of CNRL. The comparison was made
in terms of east (U ) and north (V ) wind components, 2-m
temperature, 2-m relative humidity and sea level pressure
(see Figure S3 for case 1). Root mean square (rms) differ- 70

ences were small (e.g., 0.5 m/s for U , 0.68 m/s for V , 0.45 °C
for temperature) for d04 simulations at 250 m horizontal res-
olution and with LES parameterization. rms differences for
d05 simulations were also similarly low for sea level pres-
sure, temperature and humidity, with wind speed biased high 75

by 1.57 m/s and 3.47 m/s for V and U respectively (at 10 m
agl). As the model output data from domain d03 were only
for every 3 hours, to evaluate the performance of domain d05
simulations at CNRL at a higher temporal resolutions we
performed evaluations against domain d04 with model out- 80

put every 100 seconds. Evaluation results for all three cases
are summarized in Table 4. Root mean square (rms) differ-
ence ranges from 0.09 hPa to 0.56 hPa for sea level pressure
(SLP), 1.89 % to 7.59 % for 2-m relative humidity (RH),
0.25 °C to 1.84 °C for 2-m temperature, 0.59 m/s to 3.16 m/s 85

for west-east wind component U , and 0.75 m/s to 2.20 m/s
for south-north wind component. For case 1 on 20 August
2013, 2-m temperatures ranged from 17 °C to 20 °C and 10-
m wind speed from 6.6 m/s to 11.4 m/s at the geographical
location of main CNRL stack sources. For case 2 on 26 Au- 90

gust 2013, the 2-m temperature range was similar to case 1
but the 10-m wind speeds were much lower ranging from 0.8
m/s to 3.5 m/s with mean 2.8 m/s. For case 3 on 2 September
2013, 10-m wind speed ranged from 5.3 m/s to 9.4 m/s with
2-m temperatures slightly higher than the other cases rang- 95

ing from 21 °C to 23 °C. The temperature and wind speed
ranges mentioned for the three cases are for periods between
18:00UT to 20:00UT (local noon to 2pm).
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Table 4. Comparison of domain d05 simulations against d04 output fields at every 100 seconds at the geographical location of the CNRL oil
sands facility (Lon=-111.738 and Lat=57.339). Note that positive/negative sings indicate over/under-estimates by d05 relative to d04.

SLP (hPa) 2m RH (%) 2m T (°C) 10m U (m/s) 10m V (m/s)

d04 mean 1006.42 51.18 19.32 5.05 3.20
Case 1 rms error 0.11 1.89 0.25 3.16 1.37

mean error -0.04 -1.20 -0.17 3.11 1.14
d04 mean 1013.44 52.59 20.30 -0.766 0.799

Case 2 rms error 0.56 7.59 1.84 0.59 2.20
mean error 0.55 6.86 -1.81 -0.55 -2.16
d04 mean 1006.14 62.40 21.95 3.57 3.90

Case 3 rms error 0.09 2.44 0.38 2.77 1.01
mean error 0.06 -2.24 0.36 2.73 0.75

Figure 3. Wind-rose diagrams comparing observational data from
WBEA monitoring station Bertha Ganter–Fort McKay to model
output (case 1) winds at the location of the WBEA station from
domains d03, d04 and d05 for 20 August 2013. Wind distributions,
indicated on each circle, are in units of percentage. Wind directions
are consistent within 20 degrees, blowing from W-S-W (towards E-
N-E).

3.2 Meteorological Evaluation

Output from the finest three domains were compared
to the concurrent historical observational data from
the Wood Buffalo Environmental Association (WBEA)
continuous monitoring stations Bertha Ganter – Fort5

McKay and Barge Landing for the periods of inter-
est in August and September 2013 (https://wbea.org/data/
continuous-monitoring-data/). The WBEA data used in this
study can be accessed at WBEA-Fathi (2022). See Figure 2b
for locations of the two WBEA stations on the map of the10

region (red triangles). We compared model 2-m relative hu-
midity (RH), 2-m temperature and 10-m wind to the corre-
sponding WBEA observational data. Model values at 2 m for
domains d03-d05 and at 10 m for domains d03 and d04 were
output by WRF as diagnostic variables. Model winds at 10 m 15

agl for domain d05 were determined by linearly interpolating
between model grid point values at the surface and at the top
of the first model layer at ∼ 12 m agl. Figure 3 shows wind-
rose diagrams for case 1 on August 20 where output from
model domains d03, d04 and d05 are compared to WBEA 20

data at the location of Bertha Ganter–Fort McKay monitor-
ing station. Wind directions for this case were from west and
west-south-west during the simulation time, which is consis-
tent with the observed WBEA wind directions. Model wind
directions were within 20 to 30 degrees of the WBEA obser- 25

vational data. Model wind speeds were higher for all three
domains compared to WBEA observational data for the loca-
tions of the two monitoring stations (with mean wind speed
of 2.85 m/s): by 2 – 3 m/s for domain d03, by 3 – 4 m/s for
domain d04, and by 4 – 6 m/s for domain d05. Note that the 30

Large Eddy Simulation (LES) subgrid parameterization was
used for d04 and d05 simulations. Model winds for these two
domains, especially for d05, were highly variable over time
and space. Figure 4 shows output from d04 and d05 com-
pared to observational data from the two WBEA monitor- 35

ing stations for 10-m wind, 2-m temperature, and 2-m rel-
ative humidity for case 1. Comparisons for the other cases
show similar results, with agreements within 5 °C for 2-m
temperature, 1-25% for 2-m relative humidity, and 20-30 de-
gree for wind direction. Similar to case 1, wind speeds were 40

higher than WBEA winds by between 3 m/s to 6 m/s for
case 3. Model wind speeds for case 2 were less than 1 m/s
higher than WBEA observations with an average wind speed
of 2.08 m/s. Evaluations for domain d05 against WBEA sta-
tion Bertha Ganter – Fort McKay (AMS01) are summarized 45

in Table 5 .
We note the following considerations when comparing

model generated fields (e.g., wind) to WBEA observational
data:

https://wbea.org/data/continuous-monitoring-data/
https://wbea.org/data/continuous-monitoring-data/
https://wbea.org/data/continuous-monitoring-data/
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Table 5. Meteorological evaluation of domain d05 simulations against WBEA observational data at the geographical location of Bertha
Ganter–Fort McKay (AMS01) station. Model performance is shown in terms of root mean square (rms) difference and mean bias. Posi-
tive/negative values indicate over/under-estimates by d05 relative to WBEA-AMS01 observations.

2-m RH(%) 2-m Temperature (°C) 10-m Wind Speed (m/s) 10-m Wind Direction (deg.)

WBEA mean 44.52 22.97 2.85 244.96
Case 1 rms error 2.76 5.10 5.63 19.11

mean bias 1.40 -5.08 5.60 11.26
WBEA mean 83.90 19.61 2.08 93.5

Case 2 rms error 24.55 2.59 0.99 20.00
mean bias -24.54 -2.58 0.99 18.73
WBEA mean 56.14 24.07 4.07 239.83

Case 3 rms error 5.81 2.29 3.37 169.70
mean bias -1.56 -1.97 3.36 26.17

Figure 4. Case 1 model output from domains d04 and d05 for (a)
10-m wind speed, (b) 2-m relative humidity, and (c, d) 2-m temper-
ature are evaluated against observational data from WBEA moni-
toring stations in terms of root-mean-square difference (rmse) and
mean bias (mb).

1. The lack of observational data from continuous mon-
itoring stations for more spatial locations, especially
closer to the centre of domain d05 (where CNRL is
located) is a source of uncertainty. Note that the two
available WBEA stations are located close to the south-5

ern boundary of domain d05, less than 200 model grid
points from the boundary, as shown in Figure 2b. Model
fields close to domain boundaries are highly impacted
by the boundary conditions from the parent domain,
and are usually not included in model output analysis.10

For this work, we considered a buffer zone of 100 grid
points on each side and excluded data from this zone in
our analysis. We note that discrepancies between model
fields and WBEA observational data are smaller for do-
mains d03 and d04 compared to d05, where WBEA lo-15

cations are well within the interior of the modelling do-
mains (far from lateral boundaries).

2. The wind speeds in the NARR reanalysis data (at 31
km resolution) used as input for our simulations, were
higher than WBEA observed values by 2-3 m/s for the 20

region and the periods of interest. Consequently, the
bias in NARR winds was carried through model nested
simulations. If replicating the observed atmosphere is
an objective of the modelling, it is recommended that
input data (e.g., NARR reanalysis) to be adjusted to ob- 25

servations first.

3. Dynamical down-scaling of NARR reanalysis data from
31.25 km resolution to 50 m resolution with five nested
domains and vertical grid refining, is another source
of uncertainty. In concurrent grid nesting as used in 30

this work, output from parent domain is interpolated
to provide initial and boundary conditions for each re-
spective nested domain. Horizontal, vertical and tempo-
ral interpolation errors are therefore compounded with
each nesting. This can result in biased wind fields as in 35

Daniels et al. (2016), which is consistent with our re-
sults where d04 wind speeds were higher than d03 by
about 1 m/s, and d05 winds were higher than d04 by
about 1-2 m/s (see Table 4 for d04 vs. d05). While there
may be a relationship between nesting and wind speed 40

error, these results do not directly demonstrate a change
in wind speed due to nesting.

4. The accuracy of subgrid scale LES parameterization in
domains d04 and d05, is also a source of uncertainty.
Liu et al. (2011) discussed concurrent nested modelling 45

from synoptic scale to the LES scale with 4 domains.
They demonstrate how simulated wind speeds differ by
2-5 m/s for the 4 domains, with weakest winds in the
coarsest domain and stronger winds in the finest do-
main. Which is consistent with our results were wind 50

speeds are biased high for the finest domain d05 com-
pared to d04 and d03 by 1-4 m/s.

We also compared wind fields from domain d05 to aircraft
observations during the JOSM 2013 campaign over the oil
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Figure 5. Model-generated wind fields (orange) compared to air-
craft observations (blue dots) at several altitude levels during the
JOSM 2013 airborne campaign, and WBEA observational data at
10 m agl (red triangles). Aircraft data were measured during the 1-
2 hours Box Flight portion of the sampling period. Model data is
averaged over domain d05 and the simulation time. Horizontal bars
show one standard deviation in model wind fields (sum of standard
deviations in space and time).

sands region for the same time periods as our model simula-
tions (ECCC, 2013). Figure 5 compares model wind speeds
and directions for our three cases to aircraft observations for
altitude levels of airborne measurements. Model data were
averaged horizontally over domain d05 and the simulation5

time (Fig. 5), for comparison to aircraft data that were col-
lected during 1-2 hours flight time over the oil sands region.
Note that the near surface increase in wind speeds in Fig.
5 is the result of averaging over varying (complex) topogra-
phy (see Figure S2 for instantaneous profiles at the location10

of the main CNRL stack). WBEA data at 10 m agl are also
included on the figure for comparison. Horizontal bars on
Fig. 5 show one standard deviation in model-generated fields
over domain d05. Model wind fields (vertical profiles) over-
lap with aircraft observation within 1-2 standard deviation.15

WBEA wind speeds are on average lower than aircraft mea-
sured values for all cases, and less than model wind speeds
for cases 1 and 3. Note the high spatial heterogeneity in wind
fields captured by both aircraft observations ( Fig. 5, blue
dots) and model simulations ( Fig. 5, orange bars). Spatial20

(horizontal and vertical) variability in wind fields was larger

Figure 6. Top view of the modelling domain (d05) and the location
of tracer emission sources are shown. Sources include a big area
source (Pond), a multi-segment line source (Highway), two small
area sources (Mines 1, 2), five CNRL stacks 0-4 and two upwind
point sources (west and south). Emission plumes from Pond are
shown in blue, Highway in gray, Mines in green and stack/point
sources in red. Colour darkness is proportional to log of column
total tracer mass. Two control volumes (dark dashed boxes) for 4D
mass-balance calculations are shown, one enclosing all the emission
sources and the other marking the boundaries of the CNRL facility
(the smaller box) and only including within facility sources.

for case 2 compared to the other two cases. We discuss in
Section 3.5 how the conditions of case 2 resulted in weak ad-
vection of tracer mass and rendered this case unsuitable for
mass-balance retrievals. 25

3.3 Plume Characteristics

In this section we briefly discuss plume behaviour for our
three case studies with emphasis on case 1 as our main case.
Continuous passive-tracer emissions for surface and stack
sources were initiated simultaneously at different locations 30

within the finest resolution modelling domain (d05), after a
30 min initial model spin-up time. Source locations, spatial
extent, and release heights are provided in Table 2. Figure
6 shows tracer plumes for case 1 on 20 Aug 2013 at 17:35
UT, 2 hours and 5 minutes after the initial release. For the 35

example shown, tracer plumes have propagated the down-
wind span of the modelling domain and reached the oppo-
site lateral boundary. The mean direction of wind for the
first 1.5 hour of the simulation for this case was from south
west, which transitioned to winds from west and west-south- 40

west in the following hours (Fig. 6). As mentioned before,
we have discarded 100 grid points from the lateral bound-
aries of the domain and considered output data for the inner
sub-domain in our analysis. The mass balance calculations
discussed in Section 3.4 are for the period after 16:30UT 45
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(30 min after 1-hr spin-up), as the addition of tracer mass
through source emissions and removal via advective and tur-
bulent fluxes through the boundaries of the control volume
(box) have reached a mass-balance and a relative steady-state
by this point in the simulation time.5

Tracer amounts were advected at different vertical levels
and flow regimes. Flow was different at other vertical lev-
els. For instance, surface emissions from MINE1 and MINE2
(Fig. S4 top right panel) were advected in slower air flows
and covered less downwind range (downwind distance from10

the point of release) during the same time period compared to
stack (elevated) emissions CNRL0-4 (Fig. S4 top left panel).
Figure 7 shows a west-east vertical cross-section of the mod-
elling domain, with tracer plumes from select stack/point
emission sources. Advection in west-east orientation is uni-15

directional at all vertical layers as can be seen in Fig. 7.
The plume centre-line for CNRL0 emissions remains near
the initial release height, while mixing in the vertical as it is
advected downwind. CNRL1-4 emissions, although released
at different heights above ground (by a few tens of meters),20

show similar vertical mixing profiles along the downwind ad-
vection path. Emissions from CNRL1-4, mixed to the ground
surface within the 5 km range and assumed a near uniform
vertical mixing beyond 15 km downwind distance. Note how
plumes from these sources interact with the Athabasca river25

basin at the 5 km distance. There is an apparent discontinuity
in tracer concentrations beyond which mixing in the verti-
cal is intensified. This is likely due to different surface fluxes
over the river and the ground on either side with stronger
updrafts. This interaction is less visible in CNRLw plume30

which is relatively well mixed by 5 km distance, but it can be
seen that the vertical mixing becomes more uniform on the
other side of the river for this plume.

Wind and therefore transport in the south-north direction
were weaker than the the transport in the west-east direc-35

tion. There was also a strong vertical shear in south-north
wind (V ). See Appendix Figure C1 for meteorological verti-
cal profiles for this case. While all tracer plumes for release
heights of 30 m to 114 m agl were advected north, CNRL0
at 483 m agl was advected south (Fig. S5 top panel). Similar40

atmospheric processes governed the dispersion and transport
of tracer plumes from the surface emission sources (see Fig-
ure S6).

WRF model simulations for case 2 for the period during
26 August 2013 started at 18UT. As mentioned before, the45

JOSM box flight (see Section 2.1) for this day was rejected
for emission rate calculations due to low and variable wind
speeds as reported in Fathi et al. (2021). This case is referred
to as "rejected" throughout this work. We recreated the me-
teorological and tracer transport conditions on this day with50

our super-resolution simulations, which are presented here as
an example of unsuitable conditions for top-down retrieval.
For this case, tracer emissions from various sources were ini-
tiated at 18:30UT. During the period between 19UT to 21UT,
wind fields over the region of interest were highly variable55

(spatially) with very low wind speeds (Figure S7). For case
2, wind speeds at a height of 10 m agl were less than 5 m/s
over the modelling domain. The mean wind direction was to-
wards the south and south-west near the ground, transition-
ing towards the south-east up to 1000 m agl, and towards 60

east and north-east above 1000 m agl. The south-north wind
component V ranged from -1 m/s to 1.5 m/s in the vertical,
with the west-east wind component U ranging from -0.5 m/s
near the ground surface to 7.5 m/s up to 2500 m agl. See
Appendix Figure C2 for meteorological vertical profiles for 65

this case. The weak advection and the strong vertical wind
shear resulted in tracer plumes being transported for only a
few kilometres in the horizontal and mainly staying within
the boundaries of the CNRL facility (Fig. S7).

Unstable atmospheric conditions persisted during the sim- 70

ulation period over the region of interest for case 2. Gradi-
ent Richardson number (Ri) values, which is a measure for
atmospheric dynamic stability (Fathi et al., 2021), were be-
low the critical value of Ric = 0.25 up to 400 m agl. Ri
values below 0.25 correspond to unstable conditions in the 75

atmosphere (AMS, 2022). As a result of (thermal and dy-
namical) unstable conditions, tracer plumes from emission
sources mixed in the vertical up to 2000 m during the simula-
tion time. Similar meteorological and atmospheric conditions
were observed during the the JOSM 2013 field campaign 80

for the same period. These conditions were also simulated
using Environment and Climate Change Canada’s (ECCC)
air-quality model GEM-MACH at 2.5 km resolution. Our
super-resolution (50 m) WRF model simulations were also
successful in recreating the conditions on 26 August 2013 85

over CNRL. See (section 4.2, Fathi et al., 2021) for detailed
discussions on how low and variable wind and unstable con-
ditions affect the atmospheric transport of tracer plumes for
this case.

Case 3 model simulations at super-resolutions for the pe- 90

riod during 2 September 2013 started at 15UT. Tracer emis-
sions were initiated at 15:30UT. Atmospheric conditions dur-
ing this case were fairly constant, with Gradient Richardson
number Ri below the critical value Ric = 0.25 (indicating
unstable conditions) up to 100 m agl. Note that for this case, 95

similar to the other two cases, atmospheric conditions were
unstable (both thermally and dynamically) within the bot-
tom 1/3 to 1/2 of the ABL. Wind speeds were higher for this
case compared to the other cases with west-east wind com-
ponent U ranging from 5 m/s near ground surface to 15 m/s 100

up to 2000 m agl. The south-north component of the wind V
was about 5 m/s near the surface, with a strong shear in the
vertical transitioning towards south at about 500 m agl. See
Figure C3 for meteorological vertical profiles during the time
period of this case. Similar to case 1, the mean direction of 105

transport was towards east and north-east, but with a stronger
northward component compared to case 1 (see Figure S8)

Average inversion heights Zi (inferred from potential tem-
perature θ profiles) for the three cases are marked with
dashed lines in Figures C1, C2, and C3. Zi for cases 1 and 110



S. Fathi et al.: Passive-Tracer Modelling at Super-Resolution with WRF-ARW to Assess Mass-Balance Schemes 13

Figure 7. Domain d05 west-east vertical cross-section for case 1 on 20 August 2013. Vertical cross-section of tracer plumes from stack/point
emission sources are shown. Release height above ground is indicated for each source. Data shown is the tracer amount summed in the
horizontal level and normalized to the maximum value for each source. The origin for west-east distance in km is at domain centre.

3 was between 300-400 m agl , placing the tracer sources
(all except CNRL0) within the atmospheric boundary layer
(ABL) where turbulent mixing plays a dominant role in
modifying the vertical structure of the atmosphere includ-
ing tracer concentrations. As a result tracer amounts released5

from these sources (at different heights) were mixed quickly
in the vertical extent of the ABL within the 10 km downwind
distance resulting in similar uniform vertical profiles (Fig.
7). For cases 1 and 3 the CNRL0 release height at 483 m agl
was above Zi, where turbulent mixing is suppressed by the10

negatively buoyant atmosphere in the stably stratified inver-
sion layer. Which confined the dispersion of CNRL0 tracer
amounts within a smaller vertical extent and detached from
the ground surface up to 10 km downwind distance (see Fig.
7). For case 2, Zi was between 1400-1500 m agl, placing15

all source including CNRL0 well within the ABL and result-
ing in similar vertical mixing for tracers released at different
heights from ground surface up to 483 m agl and in the down-
wind distance (see Figure S9).

3.4 Model Global Tracer Mass Conservation and20

Emission Rate Calculation

In this section we evaluate the conservation of tracer mass
within domain d05. As discussed in Section 2.2, in our sim-
ulations we used a positive-definite transport scheme com-
bined with a sixth order diffusion scheme. Negative up-25

gradient diffusion flux near sharp concentration gradients re-

sulted in partial creation of erroneous mass within the mod-
elling domain. Positive flux and monotonicity can be en-
forced in the model by setting negative fluxes to zero, how-
ever this is not mass conserved (see Figure S10). Therefore 30

we configured our simulation using the diffusion scheme
without the monotonic option. We investigated the tracer
mass budget within domain d05 by integrating over the en-
tire domain at each model output time-step (Eq. 2). Figure
8 shows the ratios of mass present in the modelling domain 35

at each timestamp to the total mass emitted up to that point.
The ratios are for the eleven emission scenarios for the first
hour after tracer release was initiated. The net mass present
within the modelling domain is separated into negative and
positive mass. Time-series are shown as the ratio of mass 40

present in the domain to mass emitted (normalized) for each
emission source. Initially up to 14% negative mass (Fig. 8,
bottom panel) is created within the domain which is offset
by about the same amount of excess positive mass creation
(Fig. 8, middle panel). The net mass (Fig. 8, top panel) is 45

conserved as the negative and the excess positive mass can-
cel out. The creation of negative mass is reduced over sim-
ulation time until it falls below 2% after about 30 min sim-
ulation time. The creation of negative mass is likely due to
sharp gradients in tracer mass immediately after the initial 50

release, which are concentrated mostly upwind of the emis-
sion sources. As tracer mass is advected and dispersed over
several grid points, the gradient is smoothed out and nega-
tive mass creation becomes less pronounced. The present-to-
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Figure 8. The ratio of tracer mass present within the modelling domain to mass emitted over simulation time after the start of tracer release.
Time series are separated into positive and negative mass in the bottom two panels. Tracer mass remains conserved over time, with the
exception of CNRL0. Note that the drop in present-to-emitted mass ratio beyond 16:30UT, marked by the vertical dashed line, is due to
tracer mass exiting through domain boundaries and not a violation of mass conservation.

emitted mass ratio for 10 out of 11 sources are conserved
and remain equal to unity up to about 16:30UT when they
reach the domain boundaries and are removed from the mod-
elling domain (Fig. 8, top panel). The exception is CNRL0,
which does not keep up with the emissions and, except for a5

few minutes after the initial release, is always less than one.
The mass present in the domain (not normalized) increases
initially and later plateaus (approaching an asymptote) as
plumes start exiting through domain boundaries at rates less
than or equal to source emission rates. Similarly, the decrease10

in present-to-emitted mass ratio in Fig. 8 (marked by a ver-
tical line) is a result of tracer mass exiting through domain
boundaries at rates less than or equal to source emission rates
(and not a violation of model mass conservation).

Figure 9 shows temporal rate of change in tracer mass15

for each emission scenario, normalized to model input emis-
sion rate (MIE). This rate of change was calculated by dif-
ferentiating the domain mass time-series shown in Fig. 8
according to Eq. 3, which is equivalent to the storage rate
term for the entire domain (SC,d05). The net rate of change20

(top panel) is separated into rates for positive and negative
mass in the bottom two panels, for each tracer case. The rate
of creation of negative mass oscillates between −10% and
5% and is damped over time. This is offset by the creation
of excess positive mass, resulting in net mass conservation25

over the modelling domain (an artifact of the model trans-
port scheme). For tracer mass to be conserved, the net rate of
change over the entire domain must be equal to model input
emission rate for the time period before tracer plumes start

exiting through domain boundaries (before about 16:30UT 30

for most tracers as shown in Fig. 9). Tracer mass at domain
boundaries was set to zero (boundary condition). As plumes
reached the boundaries the tracer mass was removed from
the domain (at different times for each tracer depending on
the transport speed and source proximity to the boundaries), 35

hence the drop in SC,d05 as shown in Fig. 9. This was true for
all emission scenarios as can be seen from Fig. 9 top panel.
The SC,d05 time-series for ten out of eleven sources were
at MIE level, indicating mass conservation for these cases.
The only exception was CNRL0 for which SC,d05 oscillated 40

around MIE without converging. It is evident from Figures 8
and 9 that CNRL0 mass was not conserved.

For the case of CNRL0, tracer release height was at the
model vertical level where model resolution (vertical) transi-
tions from model layer thickness of about 12 m to progres- 45

sively increasing thicknesses (and decreasing resolutions).
Transport (advection and diffusion) of tracer amounts be-
tween model vertical layers of varying resolutions, likely in-
tensified erroneous and unbalanced (by excess positive mass)
creation of negative mass (both in magnitude and spatial lo- 50

cation). While the positive-definite transport scheme ensures
positive and conserved advection of tracers, the negative up-
gradient diffusion can still create erroneous mass. Our results
suggest that this is intensified on a non-uniform grid (varying
grid size). However, more in-depth investigation (beyond the 55

scope of this paper) is required to confirm such effects. Table
6 lists statistics for the first hour of tracer emissions (before
exiting through domain boundaries) for all emission scenar-
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Figure 9. Temporal rate of change in tracer mass for the entire domain SC,d05 is shown. Time series are normalized to model input emission
(MIE) rates. The net rate of change (top panel) is separated into rates for positive and negative mass in the bottom two panels. The creation of
negative mass is offset by creation of excess positive mass. Rate of change in tracer mass match MIE (conserved) for all except one emission
source (CNRL0).

ios. The temporal means (µ) and standard deviations (σ) are
indicated for the normalized rates (SC,d05) shown in Fig. 9.
As mentioned before, CNRL0 is the only non-conservative
case with a mean value of 0.69 and standard deviation of
0.39. Therefore, in this paper and in Fathi (2022) we discuss5

CNRL0 mainly in terms of plume behaviour rather than a
conserved quantity in mass-balance calculations. The mean
normalized rates for CNRL2 and CNRLw were within 2%
and 1% of MIE, respectively. For the remaining 8 out 11
cases, the mean normalized rates were equal to 1.00 (strong10

agreement with model input emission rates). These results
apply to all three case studies within 2-4%.

3.5 Local Mass Conservation and Mass-balance
Analysis

Results in Table 6 indicate global (over the entire modelling15

domain) mass conservation for 10 out 11 emission cases.
We further evaluated model local mass conservation through
mass-balance and flux calculations in order to assess the
model’s ability to be used for accurate mass-balance assess-
ment. A control volume enclosing all the emission sources,20

with the downwind wall at a 5 km distance from the main
CNRL stacks, was considered (large rectangle in Fig. 6). We
conducted 4D mass-balance calculations using this control
volume for all case studies, to evaluate the performance of
model simulations in the context of local mass conservation25

and transport of tracer amounts within a sub-domain (con-
trol volume). The mass-balance calculations for this portion

Table 6. Normalized (to MIE) rates of change in tracer mass for all
emission scenarios are shown. Mean rates are given for net, positive
(+) and negative (−) mass. Standard deviations are also provided.
Rates agree with model input emissions within 2% for 10 out 11
tracers (conserved).

Temporal Mean (µ) Standard Deviation (σ)

Tracer ID net + − net + −
CNRL1 1.00 1.00 0.00 0.07 0.07 0.03
CNRL2 1.02 1.00 0.00 0.07 0.07 0.03
CNRL3 1.00 1.00 0.00 0.07 0.07 0.04
CNRL4 1.00 1.00 0.00 0.07 0.07 0.03
POND 1.00 1.00 0.00 0.07 0.07 0.00
MINE1 1.00 1.00 0.00 0.07 0.07 0.02
MINE2 1.00 1.00 0.00 0.07 0.07 0.03
HWY 1.00 1.00 0.00 0.07 0.07 0.01
CNRLs 1.00 1.00 0.00 0.07 0.07 0.03
CNRLw 0.99 0.99 0.00 0.07 0.07 0.03
CNRL0 0.69 0.69 0.00 0.39 0.39 0.03

of our analysis were conducted for the period between 1
to 2 hours after the tracer release started, well after plumes
crossed the box (control volume) walls. 30

Mass-balance calculations were done according to Eq. 6.
The net flux out term FC,out was calculated using the instan-
taneous fields (e.g., wind speed, tracer concentrations) along
top and lateral boundaries of the control volume. FC,out in-
cludes horizontal (FC,H , FC,HT ) and vertical (FC,V , FC,V T ) 35

advective and turbulent fluxes across box walls. The rate of
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Figure 10. Normalized (to model input emissions - MIE) retrieved
emission rates for tracer emission scenarios of case 1. Emission
rates (EC ) were calculated using the mass-balance equation Eq. 6
and the control volume shown in Fig. 6. The breakdown (%) of
contributing terms are shown as absolute values, see Table 7 for the
actual values. The vertical axis is in log scale. Refer to Table 2 for
source specifications.

mass storage/release SC within the control volume (box) at
each model output time-step (1 second) was calculated by
integrating over the entire volume of the box and differen-
tiating with respect to time. Source emission rates EC were
calculated as the sum of FC,out and SC and were compared5

to model input emission rates (MIE). Contributions (abso-
lute value) of different terms are shown in Figure 10 for case
1. The main contribution came from the horizontal advec-
tive flux, along with significant contributions from the stor-
age rate term SC . The horizontal turbulent flux contributed10

between −0.3% to 2.3% for the three cases. Contributions
from vertical fluxes were negligible as the box top was cho-
sen at a height of over 4 km agl, well above the mixing layer
height at about 2-3 km agl. The breakdown of contributing
terms for the three cases are summarized in Table 7.15

For case 1, mass-balance estimates were within 4% of
model input emission rates (MIE) for 10 out of 11 tracers (see
Table 7). Estimates for the (globally) non-conservative tracer
CNRL 0 were biased low by 51%. Estimated emission rates
for all the other emission scenarios were in over 96% agree-20

ment with MIE. Contributions from the storage rate term
SC were negative (release of mass from the control volume)
ranged between 1% to 30%. FC,H contributions were pos-
itive and ranged between 51% to 130%, which were offset
by negative SC contributions. Our results with GEM-MACH25

model simulations in Fathi et al. (2021) for SO2 emissions
(stack/point source) for the same time period, were very sim-
ilar (97% FC,H and 3% SC) to stack emissions simulated
here with WRF at super-resolution. The model based study
by Panitz et al. (2002) attributes 85% to 95% of the emissions30

to advective fluxes (for SO2 and CO), which is also consis-
tent with our estimates. Our results here with WRF (LES)
simulations are within the range of previous model studies.

Mass-balance estimates for case 2 were within 5% of
MIE for the ten emission scenarios (Tables 7). Estimates for 35

CNRL0 were biased low, similar to case 1, by about 50%
(not conserved). For this case, where wind speeds were very
low and spatially heterogeneous, the tracer amounts were
mainly stalled within the control volume over the simulation
time. Consequently, the storage rate term SC was the dom- 40

inant term with contributions (positive) ranging from 89%
to 103%. The horizontal advective flux FC,H contributed to
the mass-balance equation between 0.6% to 12%. The con-
tributions from vertical and turbulent fluxes were less than
1%, except for CNRLw with 2.3% contribution. Our esti- 45

mates for SO2 emission rates for CNRL with GEM-MACH
simulations in Fathi et al. (2021) showed similar large stor-
age levels. We note that conditions of weak advection were
also observed during JOSM 2013 airborne campaign for the
period of case 2 on 26 August 2013 (see Fig. 5), which re- 50

sulted in negligible estimated emission rates based on flux
calculations alone (i.e., not accounting for storage). As a re-
sult of such conditions, the emission estimation flights for
this time period were not included (rejected) for top-down re-
trievals in the post campaign studies. Note that GEM-MACH 55

model simulations at 2.5 km resolution for the same case (26
August 2013), predicted a storage contribution of only 43%
(Fathi et al., 2021). Whereas, WRF super-resolution simula-
tions in this work predicted a contribution of ≥ 89%. While
both modelling setups replicated the same meteorological 60

(advection) conditions, the relatively coarser resolution of
GEM-MACH simulations resulted in larger computational
(grid) diffusion and consequently larger downwind disper-
sion of tracer amounts (and larger predicted horizontal mass
flux). This in part demonstrates the benefits of employing 65

super-resolution over high-resolution modelling. The WRF
super-resolution simulations in this work were successful in
closely replicating the observed weak advection conditions
and GEM-MACH predicted FC,H < 20% for the same pe-
riod (Fathi et al., 2021), but at a higher spatio-temporal reso- 70

lution.
Mass-balance estimates for case 3 were similar to esti-

mates for case 1, with over 96% agreement with model in-
put emissions (MIE) for the ten emission scenarios. Similar
to case 1 and case 2, CNRL0 estimates were biased low (at 75

54%). For case 3, the contribution of the storage rate term SC

ranged between -27.5% to 72.1%. The horizontal advective
flux FC,H contributed between 25% to 127% to the mass-
balance equation. The horizontal turbulent flux contributed
between -0.4% to 1.7%. Similar to case 1 and case 2, contri- 80

bution of vertical fluxes were negligible.
As can be seen from Table 7, our mass-balance estimates

for the three cases were within 5% of model input emis-
sions (MIE). Estimates were partially affected by local mass
deficit/surplus for these cases. As discussed at the beginning 85

of this section, the turbulent diffusion step in our WRF model
setup created erroneous negative mass (locally) within the
modelling domain. The negative mass was mainly created
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Table 7. Source emission rates (EC ) determined by performing mass-balance calculations on model output data, evaluated against model
input emissions (MIE) for the three cases. Results are shown as normalized mean bias (nmb) in %. Contribution of three main terms in the
mass-balance equation are shown, normalized to MIE (%). Values less than 0.1% are indicated with ε.

Case 1 Case 2 Case 3

EC Contributions (%) EC Contributions (%) EC Contributions (%)

Tracer ID
nmb
(%)

SC FC,H FC,HT
nmb
(%)

SC FC,H FC,HT
nmb
(%)

SC FC,H FC,HT

CNRL1 -4.0 -2.9 99.2 -0.3 -1.7 97.7 0.7 ε 1.5 -27.5 127.3 1.7
CNRL2 -3.2 -4.4 101.2 -0.1 3.3 102.7 0.6 ε 1.3 -26.6 126.3 1.5
CNRL3 -3.7 -3.7 100.0 -0.1 -2.6 94.6 2.8 ε 1.0 -27.5 127.1 1.4
CNRL4 -3.8 -3.9 100.2 -0.1 -3.9 92.4 3.6 ε 1.4 -27.2 127.0 1.6
POND -4.4 -10.9 106.2 0.3 -4.2 92.0 3.8 ε -3.8 15.4 80.6 0.2
MINE1 -0.4 -8.6 108.4 -0.2 -1.9 96.1 2.0 ε -1.2 5.1 93.3 0.3
MINE2 3.9 -3.0 107.3 -0.3 1.6 97.4 4.2 ε -0.9 5.6 92.7 0.7
HWY -1.2 -3.0 101.8 ε -4.8 90.3 4.7 0.2 -0.6 -19.2 118.3 0.3
CNRLs -3.8 -8.7 105.0 ε -4.9 90.7 4.3 ε -1.4 10.0 88.0 0.6
CNRLw -3.8 -29.8 126.2 -0.1 3.1 88.9 11.9 2.3 -3.1 72.1 24.6 0.1
CNRL0 -50.7 -1.3 50.9 -0.3 -49.5 49.7 0.8 ε -54.1 5.7 40.6 -0.4

Figure 11. Three panel snapshot of MINE1 plume during case 1
at 5 min intervals. Note that the erroneous negative mass creation
(blue contours) is concentrated upwind of the emission source and
on plume edges. Consequently, 98% of the domain total negative
mass was located within the control volume along with only 43% of
total positive mass (red). The vertical dashed line shows the location
of control volume downwind wall.

near the emission source (upwind) and at plume edges, as in-
dicated in Figure 11. The advection of positive/negative mass
passed the box-downwind-wall (vertical dashed line in Fig.
11) was not always balanced, due to different spatial distribu-
tions for positive and negative amounts. Fig. 11 shows three5

snapshots at 5 min intervals for tracer MINE1 during the fi-

nal hour of case 1. As indicated on the figure, during this
time period 98% of the domain total negative mass remained
inside the control volume along with only about 43% of the
domain total positive mass. This resulted in a mismatch be- 10

tween the negative mass and the excess positive mass and the
consequent mass emission rate underestimations for this and
similar cases. Estimates were also partially affected by the
changing vertical grid spacing for upper model layers, for
tracer amounts mixing to higher altitudes (> 500 m). This 15

is similar to mass loss for CNRL0 emissions, but to a much
lesser extent. We conclude that all three cases (with ten emis-
sion scenarios) were globally (on the entire modelling do-
main) and locally (control volume) mass conserved within
4% and 5% of MIE , respectively. 20

4 Conclusions

We developed and implemented super-resolution (< 100 m)
model simulations employing the WRF-ARW atmospheric
modelling system. We used NARR reanalysis data at 31 km
resolution as initial and boundary conditions for our coarsest 25

domain at the same resolution. Dynamical downscaling of re-
analysis data was done through numerical model nesting with
five domains from 31 km to 50 m at the finest resolution do-
main over the oil sands facility CNRL. We chose our model
simulation times and locations from three emission rate re- 30

trieval flights during the JOSM field campaign in August
and September 2013. We performed model simulations for
three days in August and September, representing different
meteorological conditions. Model simulations for the finest
resolution domain were conducted using Large Eddy Sim- 35

ulation (LES) sub-grid parameterization. The main objective
was to model the state of the atmosphere at high enough reso-
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lution to simulate atmospheric dynamical processes at spatial
and temporal scales of airborne measurements, while ensur-
ing local and global mass conservation. Model output data
from our simulation cases were evaluated against historical
observational data from two WBEA monitoring stations, as5

well as aircraft observations during JOSM 2013 campaign
for the same locations and time periods. Model output fields
showed good agreement with observational data within 5 °C
for 2-m temperature and 1-25% for 2-m relative humidity.
General wind directions generated by the super-resolution10

model were within 20 to 30 degrees of the observational data.
Model wind speeds were in agreement with aircraft observa-
tions within 1-2 standard deviations.

We modified WRF model dynamical solver source code
to simulate passive tracer emissions within the finest mod-15

elling domain, centred over the CNRL facility. Our case sim-
ulations included eleven different emission scenarios with
stack/point and surface/area sources. Continuous emissions
were simulated for time periods of 2-3 hours during three
different days. We evaluated the atmospheric dispersion and20

transport of tracer plumes from the eleven emission scenar-
ios under different meteorological conditions. Unstable at-
mospheric conditions, low wind speeds, and strong vertical
wind shear during our case study on 26 August 2013 resulted
in weak advection of tracer plumes during the simulation25

time. During case studies on 20 August and 2 September,
atmospheric conditions were less variable and the vertical
wind shear was weak, with higher wind speeds of about 5-
15 m/s. Tracer plumes from emission sources were advected
mainly towards east and north-east for these two cases. Sim-30

ilar conditions have been observed during the JOSM 2013
field campaign for the same time periods and locations as
our three case studies.

We evaluated the performance of our model simulations in
terms of global (over the entire domain) mass conservation.35

For one case out of eleven, creation of erroneous mass by the
model transport step resulted in loss of tracer mass. For this
emission case, tracer release was placed at the model ver-
tical level where model vertical resolution transitions from
the super-resolution of about 10 m to progressively coarser40

resolutions. Our results suggest that the unbalanced creation
of erroneous mass at sharp concentration gradients, such as
at the vicinity of point sources, is intensified on an irregular
grid (an artifact of model dispersion). However, more investi-
gation with longer simulation times (beyond the scope of this45

paper) are required to further investigate such effects. Small
negative diffusive fluxes and the use of the positive-definite
re-normalization scheme in our modelling setup prevented
nonphysical effects (e.g., negative mass creation) for 10 out
11 emission sources (assigned on a regular grid). The rate50

of change for tracer mass was calculated by integrating over
the entire modelling domain and differentiating with respect
to time. Results were within 2-4% of model input emissions
(MIE) for 10 out of 11 emission scenarios, indicating global
mass conservation in our simulation cases. Therefore, it is55

recommended that tracer emissions be assigned to model grid
points with regular grid spacing for several adjacent model
cells along the x, y, z directions.

We further investigated local mass conservation by mass-
balance calculations over a sub-domain (control volume). 60

Mass-balance calculations were conducted by considering a
control volume (box) enclosing all emission sources. We es-
timated within-box source emission rates by calculating the
net exiting flux through box top and lateral walls, and the
temporal rate of change in tracer mass within the control 65

volume. Under normal advective conditions (> 5 m/s wind
speeds), the horizontal advective flux was equal to over 90%
of the emission rate while turbulent fluxes were less than 2%.
The remaining contribution came from the storage rate term,
the release/accumulation rate of tracer mass within the con- 70

trol volume. Our mass-balance estimates were within 5% of
MIE for tracer sources with release heights within the bottom
40 model vertical layers (with regular vertical grid spacing)
for our three case studies (30 emission scenarios), indicating
local mass conservation for our super-resolution WRF simu- 75

lations. Again, this suggests that assigning tracer release on a
regular grid (horizontal and vertical) would ensure mass con-
servation using the available WRF model mass conservation
schemes.

Except for one hypothetical emission source, our re- 80

sults for various tracer emission scenarios under different
meteorological conditions were globally and locally mass
conserved within 4% and 5% of model input emission
rates, respectively. In Fathi (2022) we use the model out-
put from super-resolution WRF simulations discussed here 85

for a model-based study of airborne top-down source emis-
sion rate retrievals, where we evaluate the conventional meth-
ods and propose improved approaches for aircraft-based re-
trievals.

Code and data availability. The release version of WRF-ARW 3.9 90

used for this study can be downloaded from https://www2.mmm.
ucar.edu/wrf/users/download/get_source.html. The North Ameri-
can Regional Reanalysis (NARR) data from National Oceanic and
Atmospheric Administration (NOAA) used as initial and boundary
condition for model simulations in this study can be accessed at 95

NOAA-Fathi (2022). The historical observational monitoring data
from Wood Buffalo Environmental Association (WBEA) used for
comparison to model output in this work can be accessed at WBEA-
Fathi (2022). The aircraft measurements data from JOSM 2013
campagin used in this work are avaibale from Environment and Cli- 100

mate Change Canada Data Catalogue (ECCC, 2013).

Appendix A: Prognostic TKE Closure

The WRF model eddy viscosity (diffusivity) for the predicted
turbulent kinetic energy option (K option km_opt= 2), are
computed using (Skamarock et al., 2008), 105

Kh,v = Cklh,v
√
e (A1)

https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
https://www2.mmm.ucar.edu/wrf/users/download/get_source.html
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where e is the turbulent kinetic energy (prognostic in this
scheme), Ck is a constant (typically 0.15<Ck < 0.25), and
l is a length scale given as follows for the anisotropic option,

lh =
√
∆x∆y (A2)5

and,

lv = min [∆z,0.76
√
e/N ] for N2 > 0 (A3)

lv = ∆z for N2 ≤ 0. (A4)

where N is Brunt-Väisälä frequency, see Skamarock et al.
(2008) for derivations. The eddy viscosity used for mixing10

scalars is divided by a turbulent Prandtl number Pr . The
Prandtl number is 1/3 for the horizontal eddy viscosity Kh

, and P−1
r = 1+2l/∆z for the vertical eddy viscosity Kv .

Note that the above are for the anisotropic mixing option
(mix_isotropic = 0, default) that was used in our WRF sim-15

ulations.

Appendix B: Mass-balance turbulent flux terms

Derivations for turbulent flux terms in mass-balance equation
Eq. 1,

FC,HT (t) =−
∫∫

Kh
dχC

dx⊥
(t,s,z)dsdz (B1)20

FC,V T (t) =−
∫∫

Kv
dχC

dz⊥
(t,x,y)dxdy (B2)

where Kh and Kv are horizontal and vertical eddy diffusivity
coefficients, respectively (see Appendix A). dχC/dx⊥ and
dχC/dz⊥ are tracer concentration gradients across box lat-
eral and top walls.25

Appendix C: WRF model output meteorology profiles
for the three case studies
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Figure C1. Case 1 meteorological profiles on 20 August 2013: po-
tential temperature θ, absolute temperature T , virtual temperature
Tv , wind speed WS, and wind direction WD. The profiles were av-
eraged horizontally over domain d05 and over the simulation time.
Bars show standard deviations. Inversion height Zi is marked with
dashed line.

Figure C2. Case 2 meteorological profiles on 26 August 2013: po-
tential temperature θ, absolute temperature T , virtual temperature
Tv , wind speed WS, and wind direction WD. The profiles were av-
eraged horizontally over domain d05 and over the simulation time.
Bars show standard deviations. Inversion height Zi is marked with
dashed line.

flight parameter information from the ECCC Data Catalogue: Pol-
lutant Transformation, Summer 2013 Aircraft Intensive Multi Pa-
rameters, Oil Sands Region. 40
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