Response to Referee #2 Comment (RC2)

We would like to thank the referee for taking the time to review our manuscript and for providing constructive comments. Please see our responses to the comments below.

Amri et al. examined pCO₂ and air-sea CO₂ fluxes variability over the Tropical Maritime Continent (TMC) using a regional ocean biogeochemical (BGC) model. Surface pCO₂ patterns across the TMC have not been well constrained, so this study represents a valuable effort to better understand carbon system dynamics in the region. However, I have three major concerns about the model results and analysis:

Response: Thank you for your comments on our manuscript. We have addressed the comments suggested by the referee as follows:

1) It is not clear to me whether the model is getting realistic pCO₂ patterns or not. The comparison with Bakker et al. (2016), Iida et al. (2022), and Landschützer et al. (2016) suggests a significant overestimation of surface pCO₂, especially in the open ocean region. I wonder to what degree the initial and boundary conditions for the BGC model, derived through an analytical (regression models) approach, were properly resolved. Since the authors do not provide a model validation, neither physic or biogeochemistry –putting aside pCO₂ and CO₂ fluxes–, it is difficult be confident in their results. I think this study requires a proper model validation, which should include model-data comparisons for horizontal and vertical patterns of temperature, salinity, nutrients, and carbon system variables when available.

Response: First, we would like to inform the referee that we have performed another simulation experiment with an identical configuration as in the submitted manuscript but with a longer period and different atmospheric CO₂ concentration scenarios. The simulation was conducted from January 1994 to December 2020 under two atmospheric CO₂ scenarios. The first scenario used a “controlled” atmospheric CO₂ concentration at the monthly level in 1994 during the model integration period (Named CTL scenario). Another scenario employed “realistic” atmospheric CO₂ concentration, where it follows the global monthly average concentration from January 1994 to December 2020 (Named HIS scenario), as recorded in the Earth System Research Laboratory of the National Oceanic and Atmospheric Administration (ESRL NOAA). We confirmed that the HIS scenario produced a similar overall pCO₂ and CO₂
flux trend, as in the submitted manuscript. By performing longer simulation, there is a higher chance for us to utilize observation data that coincide with the simulation period.

The results from this experiment were compared with observation datasets surrounding the study area, such as the tropical Pacific mooring array (i.e., TAO-TRITON), high-resolution climatological reconstruction products from WOA 2018, and observation data archived in GLODAP v2 (Key et al., 2004). Similar to the submitted manuscript, we considered the first two years of simulation as the spin-up period; therefore, the analyzed results were based on the 1996-2020 period. Overall, we are delighted to inform the referee that our model shows promising results with these observations, implying that the model configuration used here was robust enough to approach the physical processes in the area. Please check the comparison results provided in Figures AR1–AR4. We will include these results in the revised manuscript.
Figure AR1. (a) Mooring locations for modeled sea surface temperature and salinity validations from 1996 to 2020; time series of monthly (b) sea surface temperature (in °C) and (c) sea surface salinity (in psu) according to simulation results (blue solid line) and observations (red solid line) during 1996-2020 period.
The horizontal distribution for both sea surface temperature and salinity was also consistent with recent World Ocean Atlas 2018 (WOA18) climatological mean which recently has relatively high horizontal resolution (0.25° × 0.25°) compared with other parameters, especially the biogeochemical fields, which still in coarse resolution (1° × 1° to 5° × 5°). The overall pattern correlation between simulation and WOA18 for sea surface salinity ranged from 0.83 to 0.87. Similar pattern consistency was also achieved for sea surface temperature, where the overall pattern correlation ranged between 0.76 and 0.91.
As for the biogeochemistry parameter, we chose to compare the total dissolved inorganic carbon (DIC) and total alkalinity (TA) from simulation results with observed data archived in GLODAPv2 (Key et al. 2004). We also compared the simulated vertical profiles for both temperature and salinity, as observed in the GLODAPv2 datasets. The comparison divided into two main sections comprising equatorial Pacific Ocean section and equatorial Indian Ocean section which closest to the area of interest (i.e., Tropical Maritime Continent) as shown in Figure AR4. Overall, the model also captured the observed vertical profiles for both the physical (Temperature and Salinity) and biogeochemical parameters (DIC and TA). We acknowledge that there were still notable differences between the simulated and observed TA around the Equatorial Pacific, which created room for improvement in future studies. We decided to use the actual archived observation instead of the gridded product of GLODAPv2 because of the coarse horizontal resolution (i.e., $1^\circ \times 1^\circ$) and inhomogeneous spatiotemporal in-situ measurements surrounding the Tropical Maritime Continent. A study by Lee et al. (2019) raised the question of the gridded product of parameters obtained in an inhomogeneous spatiotemporal sampling manner and further going through smoothing during its gridding processes.
Figure AR4. Vertical profile distributions of water temperature, salinity, total dissolved inorganic carbon, and total alkalinity according to the simulation results and observations archived in GLODAPv2. Vertical profile in (b) and (c) were based on HIS simulation scenario.

2) The authors claim that changes in sDIC and sAlk represent biological processes, which is not correct. DIC and alkalinity also can change due to advection and mixing, and air-sea flux in the case of DIC. This wrong assumption led to a wrong interpretation for the Taylor decomposition analysis. The authors need to revise that interpretation, making clear that process like wind-driven upwelling of DIC-rich subsurface water could play an important role in the pCO₂ variability off Java.

Response: Thank you for pointing out this matter, we will revise the interpretation in explaining sea-air CO₂ exchange dynamics especially for the South of Java region. Indeed, one
of the key points of high pCO$_2$ in the south of Java is upwelled DIC-rich subsurface water driven by wind. Strong wind speed in the area during the upwelling season further creates favorable conditions for CO$_2$ degassing and makes the area one of the strongest CO$_2$ degassing areas, according to the simulation results.

3) The analysis of the interannual pCO$_2$ variability is interesting, but the link to ENSO and IOD need a better explanation. If the patterns are properly described, this could be the most interesting part of the study. Please provide a better description. One thing that catch my attention was the negative trend in the CO$_2$ flux. The authors did not offer any explanation for this trend. I wonder whether this a model pCO$_2$ drift or not.

**Response:** As we have conducted long-term simulation experiments with two atmospheric CO$_2$ scenarios, we concluded that the positive trend in pCO$_2$ and negative trend in the CO$_2$ flux are both the model’s response to the increasing atmospheric CO$_2$ concentration, as shown in the figure below. The negative trend in the CO$_2$ flux was due to the growth of atmospheric CO$_2$, which far outpaced the oceanic response. This twin experiment suggested that for areas that act as atmospheric CO$_2$ sources, such as the Tropical Maritime Continent, rapid growth in atmospheric CO$_2$ causes the difference between pCO$_2$ and atmospheric CO$_2$ to become smaller, resulting in a negative trend in the CO$_2$ flux.
Figure AR5. Time-series of (a) atmospheric CO$_2$ concentration (in ppm) used in CTL (Red solid line) and HIS (Blue solid line) simulation scenario; (b) Area-averaged pCO$_2$ anomalies (in µatm); (c) Area-averaged anomalous differences between pCO$_2$ and atmospheric CO$_2$ (δpCO$_2$; in µatm); and (d) Area-averaged sea-air CO$_2$ flux anomalies (in gC m$^{-2}$ year$^{-1}$)

We also would like to note that the overall regressed CO$_2$ flux anomalies and pCO$_2$ against both NINO3.4 and DMI are still the same using a longer experiment, as shown in Figure AR6. The overall key points related to its variability in response to the Indo-Pacific climatic forcing were not only maintained from the initial submitted manuscript, but also will be enriched since we now have simulation results with unperturbed atmospheric CO$_2$ conditions.

We will make some revisions to the discussion about the variability patterns associated with the Indo-Pacific climatic forcing (ENSO and IOD). We offer additional figures to explain the possible mechanistic relationship between ENSO and the sea-air CO$_2$ flux modulation in the last part of the specific comment section. We hope that the additional figures will help readers to understand the proposed mechanism on how climate variability modulates the sea-air CO$_2$ exchange in the TMC. The mechanism linking ENSO was highlighted because our simulation results suggested a counteracting effect between the atmosphere and the ocean side, which made the CO$_2$ flux modulation magnitude smaller than that under IOD influence.

Figure AR6. Regressed (a) pCO$_2$ anomalies (in µatm) and (b) sea-air CO$_2$ flux anomalies (in gC m$^{-2}$ year$^{-1}$) against one standard deviation of NINO3.4 SSTA (left figures) and DMI (right figures). All figures are based on the HIS simulation scenario from 1996-2020 period. Shaded color and vector arrows were significant at $p > 0.01$
Specific comments.

69: I would rather use the name “regional ocean biogeochemical model” instead of OGCM.
Response: We will consider your suggestion while also taking into account the Ocean Science policy and whether it is possible to change the title at this stage.

90: I would indicate that “coccolithophores decrease alkalinity, as they produce a body shelf structure made of CaCO3”
Response: Thank you for the correction, we will revise the sentence in Line 90.

122-125: I do not understand why you are indicating this Taylor series decomposition here. Need to explain the motivation.
Response: The motivation was to explain how we obtained the results presented in Figure 5 in the submitted manuscript. We apologize for not being clear about the motivation.

157: I wonder how your estimated fields for the biogeochemical (BGC) variables compare with the WOA2019 (NO3, PO4, O2). Also, I wonder if you made any comparison between your BGC estimates and BGC fields from reanalysis products (e.g., GLORYS Mercator Ocean).
Response: We believe the referee refers to WOA2018 because we could not find any information about WOA2019. We checked the data and found that the horizontal resolution of the data was 1° × 1°. As mentioned previously, there are at least two issues in utilizing low-resolution gridded products for field comparisons. This is our first time hearing the GLORYS Mercator Ocean product, although the data record was relatively limited for the biogeochemistry reanalysis product (May 2019–present), it still provides useful data for conducting intermodel comparison. We will also compare our modeled PO4 and NO3 with the same GLODAPv2. Thank you for introducing us to the GLORYS Mercator Ocean product.

Table 2. Alkalinity usually co-varies with salinity. I wonder why you left alkalinity as a function of temperature instead of salinity.
Response: We first confirmed the co-variability between salinity/temperature and marine inorganic carbon parameters (DIC and TA) in the modeling domain from observation data archived in GLODAPv2 using the coefficient of determination ($r^2$). The observed DIC and TA in GLODAPv2 showed a higher $r^2$ with water temperature from the same GLODAPv2 record
(See Figure AR7 below). Thus, we proceeded to analytically estimate the DIC and TA for both initial and boundary condition in the model as function of temperature.

Figure AR7. Comparison of scatter plot between Salinity-TA (Left figure) and Temperature-TA (Right figure)

188: It would be helpful to show similar map to Fig. 2 (δpCO2) in Kartadikaria et al (2015).

Most likely your model is overestimating pCO2 in the open ocean region.

Response: Noted, we will show similar figure of overall δpCO2 (Difference between pCO2 and atmospheric CO2).

188: that higher => that were higher

Response: Thank you for the correction
There is a significant bias in surface pCO₂, especially in the open ocean region surrounding the TMC. This likely explains the much greater carbon outgassing you obtained compared to previous studies.

**Response:** We believe that the referee refers to Figure 3 in the submitted manuscript, where we have compared our simulated CO₂ flux with other studies. If that is the case, we would like to clarify that comparison of CO₂ flux with previous studies mentioned there was strictly limited to inside the tropical maritime continent region such as the Indonesia seas (95°E-145°E; 10°S-7°N). Although our model still has biases relative to the global reconstruction product, particularly in the open ocean (Landschützer et al., 2016; Iida et al., 2021), these reconstructions did not indicate atmospheric CO₂ sink/source characteristics similar to those observed in Kartadikaria et al. (2015) and Hamzah et al. (2020) for the Indonesian seas. However, our model could still reproduce the observed CO₂ source signature and encouraged us to further examine its variability.

The difference between reconstruction products and observation-based studies again highlights the issue raised by Lee et al. (2019) concerning the gridded product of data that exhibits substantial inhomogeneity in its sample.

220: I wonder what you consider strong CO₂ outgassing. Maybe you could refer to the region(s) with the strongest CO₂ outgassing.

**Response:** Thank you for the suggestion, we will revise the sentence in Line 220 by using a more precise criterion.

236: “The biological processes, represented by SSDIC and SSAlk” This is a wrong statement. Changes in sDIC and sAlk are also affected by advection and mixing, and air-sea flux in the case of sDIC. Besides, I would not expect important biology-driven changes in sAlk.

**Response:** Thank you for the explanation, we will revise the explanation

238-239: This is a wrong conclusion based in the wrong assumption that changes in sDIC and sAlk represent biological processes. Consider the upwelling season off Java during summer. sDIC promotes an increase (and sAlk a decrease) in pCO₂. Which biological process could explain this? It is not respiration. Most likely, the signature is associated with the upwelling of subsurface waters with higher DIC and alkalinity concentration than the surface waters. During fall, you have a negative impact of sDIC on pCO₂, which could reflect a weakening in coastal
upwelling. Remember that in Fig. 5 you are visualizing dpCO2 not pCO2. I would expect a maximum biological uptake of DIC around September. This uptake contributes to decrease sDIC, so its impact should be opposed to the DIC-rich subsurface waters due to upwelling.

**Response:** Thank you for the explanation, we agree on the points you mentioned and we admit our mistake in interpreting the results from pCO2 decomposition analysis. We confirmed that the model result indicates that the maximum uptake of DIC in the area occurs in September just after the wind forcing relaxes from its annual maxima in August, as shown in the figure below.

![Figure AR8. Seasonal cycle of (a) Surface DIC (in µmol kg⁻¹); (b) Salinity-normalized DIC (in µmol kg⁻¹); and (c) monthly changes in NDIC (in µmol kg⁻¹ month⁻¹) around South of Java](image)

Second comment on 238-239, after reading discussion: You mentioned “supply of subsurface inorganic” as a factor impacting pCO2 off Java in the Discussion section (line 339), so I wonder why you did not mention anything of that in the Result section.

**Response:** We have mentioned the high DIC concentration related to upwelling between Line 250-257. We will ensure that in the revised manuscript, the mechanism related to the South of Java upwelling effect on the pCO2 and sea-air CO2 exchange is clearly stated.

268: I wonder why the long-term negative trend in the fluxes. What does it drive this trend? It may be a model flux drift. Need explanation. Specially if you are highlighting that ENSO and IOD contributed to attenuate this trend.

**Response:** As we have provided previously, the negative trend in the fluxes was the region’s response to increasing atmospheric CO2. El Niño and pIOD further induced attenuation in the trend within the interannual timescale.
Figure 6b: It is hard to discriminate the color of the lines. Please increase line width.

**Response:** Noted, we will increase the line width

270: Why do you think it confirms? You are not stating any mechanisms linking the ENSO or IOD variability.

**Response:** The sentence in line 270 was not intended to state any mechanism linking ENSO or IOD. Instead, it was intended to show that the overall pCO$_2$ and sea-air CO$_2$ exchange in the area exhibited modulation most likely related to the recent 2015/16 El Niño and 2019 pIOD. This was based on the period in which pCO$_2$ showed an accelerated trend between 2015/16 and 2019. We can reconsider the sentence whether it is actually necessary or not to put it in the revised manuscript.

285: Why are you using standard deviation instead of the mean index value? I got lost.

**Response:** This was based on the definition of each climatic event. El Niño/La Niña was defined whenever the NINO3.4 SSTA exceeded ± 0.5 °C for five consecutive months. The IOD on the other hand, defined using standard deviation of DMI (Saji et al. 1999). For convenience, the CO$_2$ flux anomalies and pCO$_2$ anomalies were regressed against a positive one-standard deviation of both NINO3.4 SSTA and DMI. The positive one-standard deviation of both NINO3.4 SSTA and DMI represents typical El Niño and pIOD conditions. We adapted the study by Xiu and Chai (2014) and Pujiana et al. (2019) to conduct this spatial regression analysis.

Figure 8b. I wonder why you did not use a smaller colorbar interval for the flux anomalies.

**Response:** The color bar interval was set to be consistent with Figure 9 in the submitted manuscript, hoping that readers can digest the difference in the magnitude of CO$_2$ flux modulation under ENSO and IOD forcing. Nevertheless, we have provided a similar figure with a smaller color-bar interval at the beginning of this document. We will consider the use of a smaller color bar interval or figure rearrangement if it can boost the readability of the figures.

339: “accelerated gas exchange and an abundant supply of subsurface inorganic”. You should try to mention these two processes when describing Figs. 5 & 6 in the Result section.

**Response:** OK. We will add those points in the Result section
It is not clear to me how the anomalous divergence in the West Pacific affects the air-sea CO$_2$ flux. Could you develop more this idea? I think you need to explain better the counteracting effect of this divergence/convergence with the increased/decreased solar heating during El Niño/La Nina.

**Response:** El Niño typically peaked between November and March, which coincides with the northwest monsoon circulation around the TMC. Anomalous atmospheric divergence in the surface caused by descending branch of walker circulation in the western Pacific during El Niño induces anomalous easterly winds in the area, resulting in weaker-than-usual northwest monsoon circulation in some parts of the TMC. As the sea-air gas exchange is proportionately related to the overall wind speed magnitude, we can expect a reduction in the CO$_2$ flux due to decreased wind speed during El Niño, especially in the western Indonesian seas and Southeastern Tropical Indian Ocean.

However, the same atmospheric divergence in the western Pacific also reduced cloud cover in the TMC and increased the amount of downward shortwave radiation (Cai et al., 2019). This results in increased SST and pCO$_2$ and therefore tends to induce positive anomalies in the CO$_2$ flux. The counteracting effect between wind speed, SST, and δpCO$_2$ results in relatively smaller magnitudes of CO$_2$ flux anomalies and is even considered insignificant from a statistical perspective in some areas. Please see below figure for more detail on the anomaly distribution associated with the El Niño.

Some areas still showed net positive CO$_2$ flux anomalies during El Niño, such as the South China Sea, and can be traced back to how each component reacts to El Niño (wind speed, δpCO$_2$ and SST anomalies). Generally, wind speed, δpCO$_2$, and SST anomalies in the South China Sea exhibit an in-phase relationship with El Niño.

The La Niña on the opposite, induces stronger-than-usual northwest monsoon circulation due to the anomalous atmospheric convergence in near surface. This will lead to accelerated gas exchange. However, increased cloud cover in the western Pacific, including the Tropical Maritime Continent reduces the downward shortwave radiation and decrease the SST in some part of the area. Again, counteracting effect between the atmosphere side and ocean side during La Niña also results in relatively smaller magnitudes of CO$_2$ flux anomalies.

The IOD on the other hand, typically occurs between July and November, which coincides with the upwelling season in South Java. During the positive IOD (pIOD) event, increased wind speed around the Southeastern Tropical Indian Ocean during the pIOD not only accelerates the gas exchange but also enhances the upwelling strength (Delman et al., 2016; Horii et al., 2018). The combination of accelerated gas exchange and enhanced upwelling
during the pIOD in South Java resulted in strong anomalous CO₂ degassing from the area. The opposite pattern occurs during negative IOD where decreased wind speed led to weakened upwelling and ultimately results in anomalously weak CO₂ degassing.

Figure AR9. Regressed (a) wind speed (vector arrows) and magnitude (shaded color), all in m s⁻¹ units; (b) anomalies in the difference between sea surface pCO₂ and atmospheric CO₂ (δpCO₂, in µatm); and (c) SST anomalies (°C) against a one-standard deviation of NINO3.4 SSTA (+1σNINO3.4) representing typical El Niño events according to the HIS scenario results. Plotted vector and shaded color were significant at $p > 0.01$
Figure AR10. Same as Figure 8 but for Positive IOD case using one-standard deviation of DMI ($+1\sigma_{DMI}$)
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